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EXECUTIVE SUMMARY

This document is the final report of the PSERC project on “Costing and Pricing of Ancillary Services.” The project title reflects the original proposal that was prepared to examine several of the ancillary services associated with the various scenarios of a restructured industry. During the course of the project, the scope was reduced to issues associated only with reactive power support services. These services include the resources available to generators as well as transmission and distribution agents. The project tasks were:

- Task 1. Investigate existing information that has appeared in the literature and EPRI projects.

- Task 2. Investigate the costs and value of reactive power and voltage support from a local view. Investigate nodal costs based on optimal power flow incremental costs for satisfying reactive power demand and voltage constraints. Examine the significance of nodal costs for VARs.

- Task 3. Investigate constraints on generator operation due to VAR requirements as a cost to the provider.

- Task 4. Investigate the costs and value of reactive power and voltage support from a system view. Examine the constraint of margin to voltage collapse and its sensitivity to reactive sources as a limitation to economic transfers. Examine the formulation of this as “congestion charges” related to the limitations of transfers due to inadequate voltage support at either load or generation sites.

- Task 5. Relate the economic value of reactive power controllers and reactive power sources such as capacitor banks and generator excitation systems to their cost.

Results obtained for these tasks are presented in the report. As experience grows with alternative electric power market designs in the U.S. and abroad, new research questions emerge about ancillary services in general and reactive power support service in particular. This report addresses fundamental relationships between costs, prices and physical provision of reactive power. Therefore, research on the new questions will necessarily build on these fundamental relationships.

The primary contributions of this project are in the areas of nodal pricing of reactive power, optimal VAR resource siting, cost determination including lost opportunity costs to generators, market power measurement, reactive power supply allocation, and the concept of spectral analysis of reactive power dynamics. While this report summarizes the results of these contributions, additional details are included in the individual publications associated with this project. These publications are listed in the Bibliography of Project Publications.
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INTRODUCTION

1.1 Background on Ancillary Services

Ancillary Services, as defined in the Federal Energy Regulatory Commission (FERC) Order 888, consist of six services which make up the basic components needed for open access operation of electric power transmission systems [1]. They are:

1) Scheduling, System Control and Dispatch
2) Reactive Supply and Voltage Control from Generation Sources
3) Regulation and Frequency Response
4) Energy Imbalance
5) Operating Reserve - Spinning
6) Operating Reserve - Supplemental

FERC did not specify technical details of the services, and the costing methods for the services remain ad hoc, varying widely from one provider to another. One estimate of the ancillary services market is $12 billion a year in the U.S. or about $4/MWhr [1].

The North American Electric Reliability Council (NERC) followed up on FERC’s initiative by conducting its own more technical study to identify ancillary services. Together with the Electric Power Research Institute (EPRI), they identified 12 Interconnected Operations Services (IOS) [1]. They are:

1) Regulation
2) Load Following
3) Energy Imbalance
4) Operating Reserve – Spinning
5) Operating Reserve – Supplemental
6) Backup Supply
7) System Control
8) Dynamic Scheduling
9) Reactive Power and Voltage Control from Generation Sources
10) Real Power Transmission Losses
11) Network Stability Services from Generation Sources
12) System Black start Capability

The NERC IOS Working Group also identified an Ancillary Services Market Framework consisting of two distinct parts: a resource supply market and an ancillary service delivery
market. NERC is currently developing operating and engineering standards for IOS services including measurement aspects.

While this project recognized the nature of the specific definitions of these ancillary services, the research took a broader approach to reactive power and voltage control so that future changes in the role of these services might be considered.

### 1.2 Existing Information

The majority of work sponsored by the Electric Power Research Institute [2-7] focuses on the local view, i.e. the costing of reactive power due to the VAR impact on generating station efficiency as well as on capital and operation/maintenance (O&M) costs. The work by the Department of Energy provides results on the local view as well as the system view [8-11]. The local view of these reports gives extensive consideration to the impact of VAR loading on both the capital and O&M (including unit losses) costs. Reference [12] explicitly addresses the issue of lost opportunity cost of generation due to capability curves. This will be considered in detail in section 6.

Based on the examination of this literature, we estimate the cost of voltage control and reactive power production capability based on investment costs as follows:

1) Capital costs for 1,000 MW plant at $500/KW gives $500,000,000

2) Multiplying by an annualization factor of 0.2 gives $100,000,000 per year

3) Dividing by a load factor of 0.7 gives $142,857,143 per year

4) For 8,760 hours per year the cost is $16,308 per hour

5) For 1,000 MW the capital cost is $16/MWhr

6) Using plant O&M cost as 5% of capital cost ($0.8/MWhr) brings the total plant cost (not including fuel) to about $17/MWhr.

7) Assuming generation equipment to be 5% of the total plant capital cost, and voltage control and reactive power supply to be 50% of the generation equipment costs gives about $0.40/MWhr for voltage control and reactive power supply equipment investment plus O&M. The literature indicates that voltage control and reactive power supply should be about 10% of the total ancillary service costs, which are estimated to be about 10% of total energy service costs. The above figure would be consistent for a total energy service cost of $40/MWhr. Here total energy service costs include capital and O&M costs associated with generation and transmission services.

The literature also indicates that the incremental cost of providing reactive power is on the order of $1/MWhr.
Most of the information on the system view of reactive power costing and pricing is based on Optimal Power Flow (OPF) analysis. References [13-17] provide the initial concepts and introductions to the topic of nodal pricing of reactive power. Reference [18] summarizes several OPF algorithms for reactive power costing and pricing. The paper states that their investigation found that the marginal cost of reactive power is negligible compared to that of real power, but that transmission rates for reactive power are not negligible. References [19-28] provide additional OPF approaches to reactive power costing and pricing. References [29-37] provide ideas and examples of general approaches to various ancillary service costing and pricing issues.

The following is the EPRI abstract for their program ROPES (Real and Reactive Optimization for Planning and Scheduling Program):

“ROPES is a security constrained optimal power flow (SCOF) software program which is also a tool for optimal sizing and siting of VAR devices such as reactor, capacitor banks, static VAR systems, series capacitors, etc. Given the network data and additional information about the objective function, controls to be activated, list of contingencies, etc., the program, in the SCOF mode, finds a new operating point which optimizes the objective function and satisfies a set of physical and operating constraints for the base case and contingency situations. In the VAR planning tool mode, economic information about installation costs at the candidate sites or branches should be provided and the program determines a minimum cost expansion plan in VAR equipment which ensures feasible system operation simultaneously for the normal state (base case) and under contingency situations.”

In addition to performing VAR Planning and Series Compensation Planning, ROPES contains the following objective functions:

a. Minimum Production Cost
b. Flow Optimization
c. Load Shedding Minimization
d. Minimization of Control Variable Movement

Version 2.0 of this program is in production and available from EPRI.
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REACTIVE POWER PLACEMENT ANALYSIS

2.1 Background

A great deal of research has been done on optimal allocation and sizing of reactive power sources to improve the system voltage profile and reduce losses [41-47]. Traditionally, transmission customers are charged for reactive power support service based only on the costs of transmission equipment or on power factor penalties.

In an open access environment, the transmission system operator will continue to be responsible for coordinating the generation and transmission systems for the reactive power service and control based on a new price mechanism that can reflect the embedded costs incurred by the utilities for wholesale transactions [48]. Therefore, real-time reactive power pricing addresses the important issue of providing information to both the utility and consumers about the true system cost. Real-time reactive power pricing has been shown to perform better than the power factor penalty scheme in providing incentives to all customers to reduce their reactive power consumption irrespective of their power factor [48-52]. Reference [49] proposed an integrated framework for optimal reactive power planning and its spot pricing, in which the selection of VAR source sites is based only on the real power generation operation benefit-to-cost ratio for a capacitor on a load bus. This approach is superior to the traditional one in which the sites of new VAR sources are either simply estimated or directly assumed. However, the approach neglects the effect of voltage improvement and system loss reduction in the selection of VAR source sites. In the new competitive environment, the actual reactive power output should be controlled by system operators taking into account voltage security and transmission losses.

Reference [51] provides a detailed analysis of a pricing structure for providing reactive power service and placement based on Cost Benefit Analysis (CBA) and Optimal Power Flow (OPF) analysis. This chapter summarizes the results of that work.

Three parallel methods can be used to determine the potential sites for new VAR sources, namely: the cost-benefit analysis (CBA), the sensitivity method (SM) and the voltage security margin method (VSMM). CBA, SM and VSMM reflect the improvement of the system’s operation state after the VAR support service is provided, although the results from CBA, SM and VSMM may be different. Unfortunately, it is difficult to find a unified process for ranking these results. Moreover, all three methods have not included other qualitative relationships for considering relative importance of different VAR source sites.

The AHP, which is a simple and convenient method to analyze the complicated problem of VAR support siting, can help to quantify the decision-maker’s thinking [53, 54]. The analytic hierarchical process (AHP) model incorporates the results of CBA, SM and VSMM as well as
considering the network topology for each candidate VAR source site. Thus, it provides a useful means for considering factors in the ranking and selection of VAR source locations.

The steps of the AHP algorithm may be written as follows [54]:

1. Set up a hierarchy model.
2. Form a judgment matrix. The value of elements in the judgment matrix reflects the user’s knowledge about the relative importance between every pair of factors.
3. Calculate the maximal eigenvalue and the corresponding eigenvector of the judgment matrix.
4. Check hierarchical rank and consistency of results.

We can perform the hierarchical rank according to the value of elements in the eigenvector, which represents the relative importance of the corresponding factor. The consistency index $CI$ of a hierarchy ranking is defined as

$$ CI = (\lambda_{\text{max}} - n) / (n - 1) \quad (2-1) $$

where $\lambda_{\text{max}}$ is the maximal eigenvalue of the judgment matrix, $n$ is the dimension of the judgment matrix. The stochastic consistency ratio is defined as:

$$ CR = CI / RI \quad (2-2) $$

where $RI$ is a set of given average stochastic consistency indices.

It is possible to precisely calculate the eigenvalue and the corresponding eigenvector of a matrix, but this would be time-consuming. Moreover, it is not necessary to precisely compute the eigenvalue and the corresponding eigenvector of the judgment matrix because the judgment matrix is formed from the subjective judgment of the user, and is therefore has some range of error. Therefore, the approximate approaches, which were presented in the reference [54, 55], are adopted in the report to compute the maximal eigenvalue and the corresponding eigenvector.

### 2.2 Reactive Power Siting Indices

The reactive power pricing of each VAR source bus is divided into two parts: fixed and variable. An Optimal Power Flow (OPF) solution gives the amount of reactive power support needed at each load bus. It is necessary to use cost-benefit analysis (CBA) to analyze whether the new VAR sources would be cost-effective when they are actually installed.

The corresponding investment cost (including installing cost) of the VAR source is the fixed part of VAR pricing at this VAR source bus; i.e.,
\[ C_{f(i)} = C_{ci} q_{ci} \]  \hspace{1cm} (2-3)

where

\[ C_{f(i)}: \text{ fixed part of reactive power pricing at VAR source bus } i \text{ and} \]
\[ C_{ci}: \text{ unit investment cost due to allocation of capacitors at load bus } i (\$/MVAR). \]

The variable cost of reactive power support service is determined based on capability and contribution to improvement of system performance including factors such as security, reliability and economics. Contribution or value of reactive support to the system can be evaluated by calculating the sensitivity of the objective function with respect to reactive power support. This sensitivity reflects dollar savings from applying VAR support service and control. Therefore, the variable part of reactive power pricing at this VAR source bus can be obtained through computing the power loss cost saving from applying reactive power support service.

\[ C_{V(i)}(t) = -\lambda \frac{\partial P_L}{\partial Q_i} \bigg|_i \times q_C(t) \]  \hspace{1cm} (2-4)

where

\[ C_{V(i)}(t): \text{ variable part of reactive power pricing at VAR source bus } i \text{ at time } t; \]
\[ q_C: \text{ reactive power of capacitor at bus } i \text{ at time } t; \]
\[ \lambda: \text{ electricity price ($/MWhr); and} \]
\[ \frac{\partial P_L}{\partial Q_i}: \text{ sensitivity of system power loss objective function with respect to reactive power support (capacitor)}. \]

The negative symbol in Equation (2-4) means that system real power loss will reduce as the capacity of the capacitor increases. It is obvious that the variable part of VAR pricing at the same bus might vary over an operation period; i.e., VAR pricing is time-dependent.

Thus, the reactive power pricing on VAR source bus at time t can be obtained as follows.

\[ C_{P(i)}(t) = C_{f(i)}(t) + C_{V(i)}(t) \]  \hspace{1cm} (2-5)

where

\[ C_{f(i)}(t) = \frac{\alpha C_{f(i)}}{8760} \]  \hspace{1cm} (2-6)

\[ \alpha = \frac{r(1 + r)^n}{(1 + r)^n - 1} \]  \hspace{1cm} (2-7)

\[ C_{f(i)}(t): \text{ hourly based fixed cost of VAR pricing;} \]
\[ r: \text{ interest rate;} \]
\( n \): capital recovery years; and
\( \alpha \): capital recovery factor (CRF).

It was supposed that 1 year = 8,760 hours in equation (2-6).

**Cost-Benefit Analysis (CBA)**

Only load buses where it is cost-effective should be selected as new VAR source sites. Therefore, it is necessary to use cost-benefit analysis (CBA) to analyze whether the new VAR sources would be cost-effective when they are actually installed. The following benefit-to-cost ratio (BCR) was used for the selection of new VAR source sites.

\[
BCR = \frac{\sum_{i=1}^{24} \lambda \left( P_{L_i}(0) - P_{L_i}(q_{Ci}) \right)}{C(q_{Ci})} \quad (2-8)
\]

or

\[
BCR' = \frac{P_{L_i}(0) - P_{L_i}(q_{Ci})}{C(q_{Ci}) / 24} \quad (2-9)
\]

where

\( C(q_{Ci}) = \frac{\alpha C_{Ci} q_{Ci}}{365} \quad (2-10) \)

\( P_{L_i}(0) \): system real power loss at time \( t \) before capacitor at bus \( i \) is installed;
\( P_{L_i}(q_{Ci}) \): system real power loss at time \( t \) after capacitor at bus \( i \) is installed; and
\( C(q_{Ci}) \): equivalent daily investment cost of capacitor at load bus \( i \) ($/day).

**Sensitivity Method (SM)**

The magnitude of the bus VAR/voltage sensitivity can be expressed by the total system incremental bus voltage \( \sum \Delta V_i \), which is obtained by increasing a small reactive power injection at a given load bus. The larger the value of \( \sum \Delta V_i \), the more sensitive voltages will be to a change of reactive injection at a given bus. This means that a load bus with the large value of \( \sum \Delta V_i \) is a good candidate as a VAR source site.
The following is the sensitivity index for each load bus.

$$SM_i' = \frac{\sum_{j \in N} \Delta V_j}{\Delta Q_i'} = \frac{\sum_{j \in N} (V_j' - V_j(0))}{\Delta Q_i'}$$  \hspace{1cm} (2-11)$$

where

$V_j'(0)$: voltage magnitude at bus $j$ at time $t$ before reactive injection at bus $i$ is changed;

$V_j'(\Delta Q_i)$: voltage magnitude at bus $j$ at time $t$ after a new reactive injection is added at bus $i$; and

$\Delta Q_i'$: increased reactive power injection at load bus $i$ at time $t$.

**Voltage Security Margin Method (VSSM)**

Let $V_i(0)$ be the voltage at bus $i$ under the normal operational state. Generally, $V_i(0)$ is within voltage limits, i.e., safe if no system parameters (loads or lines) change. The value of ($V_i(0) - V_{imin}$) is called voltage security margin (VSM) at bus $i$. In the contingency case, such as a transmission line outage, the voltage magnitudes at buses may be reduced. This means that the voltage security margin of each bus in a contingency case may be smaller than that in the normal case. The value of VSM at some buses may be negative under a serious contingency case; in this case, the corresponding bus voltage is not safe. Obviously, the bus with a negative or very small VSM will be a good candidate as a new VAR source site. Since the values of VSM may be different for the same bus under a different contingency case, the minimal VSM will be used for each bus. This report defined the following voltage security margin index for the selection of new VAR source sites as

$$VSMM_i' = \frac{V_i'(0) - \min[V_i'(I)]}{V_i'(0) - V_{imin}} \hspace{1cm} l \in NI$$  \hspace{1cm} (2-12)$$

where

$V_i'(0)$: voltage magnitude at bus $i$ at time $t$ in the normal case;

$V_i'(I)$: voltage magnitude at bus $i$ at time $t$ in the case of line $l$ outage; and

$V_{imin}$: lower limit of voltage at bus $i$.

It can be shown from Equation (2-12) that if $VSMM_i' = 1$, the voltage security margin is zero; i.e., the voltage at bus $i$ reached its lower limit. If $VSMM_i' < 1$, the voltage at bus $i$ is safe. The smaller the $VSMM_i'$, the larger is the voltage security margin under a given contingency. If $VSMM_i' > 1$, the voltage at bus $i$ is not safe; i.e., it violates the lower limit.
2.3 Ranking of Sites

All three methods (CBA, SM and VSMM) presented in the previous section reflect the improvement of the system operation state after the VAR support service is provided. But the rankings of potential sites for VAR support using these three methods may differ due to their independent nature. The problem is how to find a unified process for ranking these results. Moreover, it is also very difficult to deal with other qualitative relationships in ranking, such as relative importance of different VAR source sites.

To obtain a unified VAR source location ranking, a hierarchy model is devised according to the principle of AHP. The hierarchical model of VAR source site ranking consists of three sections: (1) the unified ranking of VAR source sites; (2) the performance indices in which the $PI_C$ reflects the relative importance of load nodes; and (3) load buses $C_1, ..., C_m$ which identify the candidate VAR source sites.

The performance indices $PI_B$, $PI_S$ and $PI_M$ are defined as:

$$PI_B = BCR$$
$$PI_S = SM$$
$$PI_M = VSMM$$

Eigenvectors of $PI_B$, $PI_S$ and $PI_M$ can be obtained through normalization. However, it is very difficult to exactly obtain $PI_C$ and the corresponding eigenvector. They can be obtained through forming and computing the judgment matrix $PI_C$ according to the location of the load buses in the power network and to the experience of operators. In addition, the judgment matrix A-P, shown in Table 2.1 can also be obtained according to the nine-scale method [53, 54] for practical operating cases in power systems. For example, if the operator thinks that the BCR index $PI_B$ is slightly more important compared to VSMM index $PI_M$, then the corresponding element in judgment matrix should be “2”. If both indices of BCR and SM are thought to be equally important, the corresponding element in the matrix should be “1”.

<table>
<thead>
<tr>
<th>A</th>
<th>$PI_B$</th>
<th>$PI_S$</th>
<th>$PI_M$</th>
<th>$PI_C$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$PI_B$</td>
<td>1</td>
<td>1</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>$PI_S$</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
<td>2</td>
</tr>
<tr>
<td>$PI_M$</td>
<td>1/2</td>
<td>2</td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>$PI_C$</td>
<td>1/3</td>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
</tr>
</tbody>
</table>
Proposed VAR Pricing and Placement Scheme

A proposed VAR pricing and VAR placement scheme is shown in Figure 2.1.
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\[ \text{Figure 2.1} \text{ Real-time VAR pricing and VAR placement} \]
Test Results

The proposed approach was examined with the IEEE 30-bus system for the peak load condition shown in Table 2.2.

<table>
<thead>
<tr>
<th>Bus No.</th>
<th>Real load (p.u.)</th>
<th>Reactive load (p.u.)</th>
<th>Bus No.</th>
<th>Real load (p.u.)</th>
<th>Reactive load (p.u.)</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.3038</td>
<td>0.1778</td>
<td>17</td>
<td>0.1260</td>
<td>0.0812</td>
</tr>
<tr>
<td>3</td>
<td>0.0336</td>
<td>0.0168</td>
<td>18</td>
<td>0.0448</td>
<td>0.0210</td>
</tr>
<tr>
<td>4</td>
<td>0.1064</td>
<td>0.0504</td>
<td>19</td>
<td>0.1330</td>
<td>0.0630</td>
</tr>
<tr>
<td>5</td>
<td>1.3188</td>
<td>0.4200</td>
<td>20</td>
<td>0.0308</td>
<td>0.0140</td>
</tr>
<tr>
<td>7</td>
<td>0.3192</td>
<td>0.1526</td>
<td>21</td>
<td>0.2450</td>
<td>0.1568</td>
</tr>
<tr>
<td>8</td>
<td>0.4200</td>
<td>0.4200</td>
<td>23</td>
<td>0.0448</td>
<td>0.0224</td>
</tr>
<tr>
<td>10</td>
<td>0.0812</td>
<td>0.0350</td>
<td>24</td>
<td>0.1218</td>
<td>0.0938</td>
</tr>
<tr>
<td>12</td>
<td>0.1568</td>
<td>0.1050</td>
<td>26</td>
<td>0.0490</td>
<td>0.0322</td>
</tr>
<tr>
<td>14</td>
<td>0.0868</td>
<td>0.042</td>
<td>29</td>
<td>0.0336</td>
<td>0.0154</td>
</tr>
<tr>
<td>15</td>
<td>0.1148</td>
<td>0.0560</td>
<td>30</td>
<td>0.1484</td>
<td>0.0700</td>
</tr>
<tr>
<td>16</td>
<td>0.0490</td>
<td>0.0252</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is assumed that the investment cost of the capacitor is $100/kVAR. Considering the interest rate \( r = 0.05 \), the capital recovery years \( n=10 \), the capital recovery factor (CRF) can be computed as \( \alpha = 0.1295 \). Thus, the cost of the capacitor (i.e., the fixed cost of VAR pricing on each VAR support bus) would be approximately $35.48/MVAR/day, or $3548/p.u.MVAR/day (base power is 100 MVA). The variable cost of VAR pricing for each reactive power support node is computed and listed in Table 2.3.

<table>
<thead>
<tr>
<th>Load node</th>
<th>VAR pricing $/p.u.MVAR/day</th>
<th>Load node</th>
<th>VAR pricing $/p.u.MVAR/day</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.0000</td>
<td>17</td>
<td>1231.7142</td>
</tr>
<tr>
<td>3</td>
<td>663.8671</td>
<td>18</td>
<td>2096.9999</td>
</tr>
<tr>
<td>4</td>
<td>640.7142</td>
<td>19</td>
<td>2210.1427</td>
</tr>
<tr>
<td>5</td>
<td>0.0000</td>
<td>20</td>
<td>3987.4285</td>
</tr>
<tr>
<td>7</td>
<td>767.9999</td>
<td>21</td>
<td>3911.9997</td>
</tr>
<tr>
<td>8</td>
<td>0.0000</td>
<td>23</td>
<td>4360.2854</td>
</tr>
<tr>
<td>10</td>
<td>966.4285</td>
<td>24</td>
<td>4778.5711</td>
</tr>
<tr>
<td>12</td>
<td>339.4285</td>
<td>26</td>
<td>5078.1425</td>
</tr>
<tr>
<td>14</td>
<td>1195.7142</td>
<td>29</td>
<td>4523.5711</td>
</tr>
<tr>
<td>15</td>
<td>1582.2856</td>
<td>30</td>
<td>5556.8568</td>
</tr>
<tr>
<td>16</td>
<td>953.5714</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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It can be seen from the results that little benefit will be obtained if new VAR support is located at load buses #2, #3, #4, #5, #7, #8, #12 and #16 so these buses do not appear in the ranking of VAR source sites. The single hierarchical ranking is defined as that ranking obtained using only one of the three methods (BCR, SM or VSMM) for all elements in one hierarchical structure. The single hierarchical rankings are listed in Table 2.4. It can be observed from Table 2.4 that the same major candidate VAR support nodes are selected by the three methods, but that they differ in ranking order.

Table 2.4 Single Hierarchical Ranking of VAR Support Nodes

<table>
<thead>
<tr>
<th>Node No.</th>
<th>BCR</th>
<th>Rank No.</th>
<th>SM</th>
<th>Rank No.</th>
<th>VSMM</th>
<th>Rank No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>0.272</td>
<td>13</td>
<td>3.135</td>
<td>12</td>
<td>0.398</td>
<td>12</td>
</tr>
<tr>
<td>14</td>
<td>0.337</td>
<td>12</td>
<td>2.860</td>
<td>13</td>
<td>0.338</td>
<td>13</td>
</tr>
<tr>
<td>15</td>
<td>0.446</td>
<td>10</td>
<td>3.137</td>
<td>11</td>
<td>0.518</td>
<td>10</td>
</tr>
<tr>
<td>17</td>
<td>0.347</td>
<td>11</td>
<td>3.199</td>
<td>10</td>
<td>0.410</td>
<td>11</td>
</tr>
<tr>
<td>18</td>
<td>0.591</td>
<td>9</td>
<td>3.951</td>
<td>9</td>
<td>0.705</td>
<td>8</td>
</tr>
<tr>
<td>19</td>
<td>0.623</td>
<td>8</td>
<td>4.105</td>
<td>8</td>
<td>0.767</td>
<td>6</td>
</tr>
<tr>
<td>20</td>
<td>1.124</td>
<td>6</td>
<td>8.041</td>
<td>6</td>
<td>0.647</td>
<td>9</td>
</tr>
<tr>
<td>21</td>
<td>1.103</td>
<td>7</td>
<td>7.713</td>
<td>7</td>
<td>0.754</td>
<td>7</td>
</tr>
<tr>
<td>23</td>
<td>1.229</td>
<td>5</td>
<td>8.094</td>
<td>5</td>
<td>1.293</td>
<td>4</td>
</tr>
<tr>
<td>24</td>
<td>1.347</td>
<td>3</td>
<td>8.582</td>
<td>4</td>
<td>2.290</td>
<td>5</td>
</tr>
<tr>
<td>26</td>
<td>1.431</td>
<td>2</td>
<td>10.58</td>
<td>2</td>
<td>5.136</td>
<td>2</td>
</tr>
<tr>
<td>29</td>
<td>1.275</td>
<td>4</td>
<td>10.40</td>
<td>3</td>
<td>5.005</td>
<td>3</td>
</tr>
<tr>
<td>30</td>
<td>1.566</td>
<td>1</td>
<td>10.73</td>
<td>1</td>
<td>7.848</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2-5 Judgment Matrix PI_C - C

<table>
<thead>
<tr>
<th>Pic</th>
<th>C_{10}</th>
<th>C_{14}</th>
<th>C_{15}</th>
<th>C_{17}</th>
<th>C_{18}</th>
<th>C_{19}</th>
<th>C_{20}</th>
<th>C_{21}</th>
<th>C_{22}</th>
<th>C_{23}</th>
<th>C_{24}</th>
<th>C_{26}</th>
<th>C_{29}</th>
<th>C_{30}</th>
</tr>
</thead>
<tbody>
<tr>
<td>C_{10}</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
<td>1/2</td>
<td>1</td>
<td>1/3</td>
<td>1/2</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>C_{14}</td>
<td>1/3</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>1/2</td>
<td>1/3</td>
<td>1</td>
<td>1/3</td>
<td>1/2</td>
<td>1/3</td>
<td></td>
</tr>
<tr>
<td>C_{15}</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1/2</td>
<td>1/3</td>
<td>1</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{17}</td>
<td>1/2</td>
<td>2</td>
<td>1/2</td>
<td>1</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{18}</td>
<td>1</td>
<td>2</td>
<td>1/2</td>
<td>1/3</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{19}</td>
<td>1</td>
<td>2</td>
<td>1/2</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{20}</td>
<td>1</td>
<td>2</td>
<td>1/2</td>
<td>1/3</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{21}</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{22}</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{23}</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{24}</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{26}</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{29}</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>3</td>
<td>3</td>
<td>3</td>
<td>2</td>
<td>1/2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
<tr>
<td>C_{30}</td>
<td>3</td>
<td>4</td>
<td>3</td>
<td>3</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>3</td>
<td>2</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td></td>
</tr>
</tbody>
</table>

To conduct the unified ranking of VAR source sites, it is necessary to comprehensively consider the results of three methods and the relative importance of VAR support buses. Thus, the judgment matrix PI_C - C for the IEEE 30-bus system is given in Table 2.5, whose values reflect the relative importance in the power system between every pair of VAR support nodes. These
values have been selected according to the engineer’s knowledge and experience using the nine-ratio-scale method [53-55]. Figure 2.2 provides the unified ranking results of VAR support nodes, which coordinates BCR, SM and VSMM methods by using AHP for the IEEE 30-bus system. The unified ranking results in Figure 2.2 incorporate the relative importance of VAR support nodes in the power system from a decision-maker’s (or advisor’s) perspective. These tests indicate that this approach is a feasible method for VAR support placement.

![Weight Chart](image)

**Figure 2.2** Unified Ranking of VAR Source Sites
3 NODAL PRICING OF REACTIVE POWER

3.1 Optimal Power Flow

One of the most fundamental aspects of electric power service is the control of customer voltage. Generator excitation systems, tap-changing-under-load (TCUL) transformers, and switched capacitors are the primary mechanisms for maintaining voltage levels to the distribution system. This section presents results on the use of an optimal power flow application for assessing the value of these voltage control services.

The optimal power flow (OPF) is a very large, non-linear mathematical programming problem whose solution techniques have evolved over many years. The majority of the techniques discussed in the literature use one of the following five methods:

- Lambda iteration method
- Gradient method
- Newton’s method
- Linear programming method
- Interior point method.

This work employs the application of Newton’s method to the OPF problem.

A power system OPF analysis can have many different goals and corresponding objective functions. One possible goal is to minimize the costs of meeting the load on a power system while maintaining system security. The relevant costs for a power system analysis will depend on the nature of the analysis; for the OPF analysis used in this work, the relevant costs are the costs of generating power (MW) at each generator. With an OPF analysis, satisfying a system security requirement means keeping the devices in a power system within a desired operation range at steady state. These ranges could include maximum and minimum outputs for generators, maximum MVA flows on transmission lines and transformers, and maximum and minimum system bus voltages. An OPF only addresses steady-state operation of the power system. Topics such as transient and dynamic stability are not addressed.

Another goal of an OPF analysis could be the determination of system marginal costs. This marginal cost data can aid in the pricing of MW transactions as well as in the pricing of ancillary services such as voltage support through MVAR support. In solving the OPF using Newton’s method, the marginal cost data is determined as a by-product of the solution. A brief overview of the OPF solution method is given below.
A general minimization problem can be written in the following form:

\[
\begin{align*}
\text{Minimize} & \quad f(x) & \quad \text{(the objective function)} \\
\text{subject to:} & \quad h(x) = 0, \quad i = 1, 2, \ldots, m & \quad \text{(equality constraints)} \\
& \quad g_j(x) \leq 0, \quad j = 1, 2, \ldots, n & \quad \text{(inequality constraints)} 
\end{align*}
\]

There are \( m \) equality constraints and \( n \) inequality constraints. The number of variables is equal to the dimension of the vector \( x \). The solution of this problem by Newton’s method requires the creation of the Lagrangian:

\[
L(z) = f(x) + \mu^T h(x) + \lambda^T g(x) = \text{the lagrangian}
\]

where \( z = [x \ \mu \ \lambda]^T \), and \( \mu \) and \( \lambda \) are vectors of lagrange multiplier, and \( g(x) \) only includes the active (or binding) inequality constraints.

A gradient and Hessian of the Lagrangian may then be defined as:

\[
\text{gradient} = \nabla L(z) = \left[ \frac{\partial L(z)}{\partial z_i} \right] \\
\text{Hessian} = \nabla^2 L(z) = H = \left[ \frac{\partial^2 L(z)}{\partial z_i \partial z_j} \right] =
\]

\[
\begin{bmatrix}
\frac{\partial^2 L(z)}{\partial x_i \partial x_j} & \frac{\partial^2 L(z)}{\partial x_i \partial \mu_j} & \frac{\partial^2 L(z)}{\partial x_i \partial \lambda_j} \\
\frac{\partial^2 L(z)}{\partial \mu_i \partial x_j} & 0 & 0 \\
\frac{\partial^2 L(z)}{\partial \lambda_i \partial x_j} & 0 & 0 
\end{bmatrix}
\]

The OPF solution is obtained by solving \( \nabla L(z) = 0 \). The Hessian is used in the iterative process of Newton’s method.

Special attention must be paid to the inequality constraints of the problem. As noted above, the Lagrangian only includes those inequalities that are being enforced. For example, if a bus voltage is within the desired operating range, then there is no need to activate the inequality constraint associated with that bus voltage. For this Newton’s method formulation, the inequality constraints are handled by separating them into two sets: active and inactive.

The objective function for the OPF reflects the costs associated with generating power in the system. The following quadratic cost model for generation of power was utilized:

\[
C(P_{Gi}) = a_i + b_i P_{Gi} + c_i P_{Gi}^2
\]

where \( P_{Gi} \) is the amount of generation in MW at generator \( i \). The objective function for the entire power system can then be written as the sum of the quadratic cost model for each generator.
\[ f(x) = \sum_{i} (a_i + b_i P_{Gi} + c_i P_{Gi}^2) \]  

(3-6)

Using this objective function in the OPF will minimize the total system costs. This does not necessarily minimize the costs for a particular area within the power system. In general, in well-functioning competitive market, the system should reach this minimum point through transactions.

The equality constraints of the OPF reflect the physics of the power system as well as desired set points throughout the system. The physics of the power system is enforced through the power flow equations that require that the net injection of real and reactive power at each bus sum to zero:

\[ P_i = 0 = V_i \sum_{m=1}^{N} \left[ V_m g_{im} \cos(\delta_i - \delta_m) + b_{im} \sin(\delta_i - \delta_m) \right] - P_{ia} + P_{ia} \]  
\[ Q_i = 0 = V_i \sum_{m=1}^{N} \left[ V_m g_{im} \sin(\delta_i - \delta_m) - b_{im} \cos(\delta_i - \delta_m) \right] - Q_{ia} + Q_{ia} \]  

(3-7)

It is common for the power system operators to have voltage set-points for each generator. In this case, an equality constraint for each generator is added.

\[ V_{Gi} - V_{Gisetpoint} = 0 \]  

(3-8)

Finally, for multi-area power systems, a contractual constraint requires that the net power interchange be equal to the scheduled power interchange. This adds an equality constraint for all but one area.

\[ P_{\text{interchange}} - P_{\text{sceduled interchange}} = \sum_{\text{tie lines}} [P_{\text{lm}}] - P_{\text{sceduled interchange}} = 0 \]  

(3-9)

This last area must not have the equality constraint and essentially becomes what can be called a “slack” area. The inequality constraints of the OPF reflect limits on physical devices in the power system as well as limits created to ensure system security. Physical devices and their limitations include generator power outputs, TCUL transformer tap values, and phase-shifting transformer tap values.

For the maintenance of system security, power systems have MVA ratings on transmission lines and transformers. The constraint used in this OPF formulation will limit the square of the MVA flow on a transformer or transmission line. The square of the MVA flow is used to make derivative calculations in Newton’s method easier.

\[ |S_{km}|^2 - |S_{km \text{ max}}|^2 \leq 0 \]  

(3-10)
For quality of electrical service and the maintenance of system security, bus voltages usually have maximum and minimum magnitudes. These limits require the addition of inequality constraints.

\[ V_{i_{\text{min}}} \leq V_i \leq V_{i_{\text{max}}} \]  

(3-11)

The OPF is able to model system security issues including line overloads, and low-voltage and high-voltage problems. Besides performing these enhanced engineering functions, the OPF also yields information concerning the economics of the power system. The Lagrange multiplier associated with each constraint can be interpreted as the marginal cost associated with meeting that constraint. Therefore, the Lagrange multipliers, \( \mu_{P_k} \) and \( \mu_{Q_k} \), can be interpreted as the marginal cost of real and reactive power generation at bus \( k \) in \$/MWhr and \$/MVARhr respectively. These marginal costs could then be used to determine electricity spot prices at bus \( k \). On a larger level, the Lagrange multiplier associated with the area interchange constraint can be seen as the marginal cost of the area relaxing its interchange constraint. If this cost is positive, then the area would benefit from buying electricity, while if it is negative, the area would benefit from selling electricity. These costs may be of use in determining the price which one area would charge for a MW transaction with another area.

### 3.2 Value of a Reactive Power Source: The Capacitor Bank

The three-bus system of Figure 3.1 (data in Tables 3.1 to 3.3) was used to illustrate and examine the value of reactive power support at a system load bus.

![Figure 3.1](image_url)

**Figure 3.1** Three-bus base case with no area power transfer
Table 3.1 Line characteristics for a 3-bus system

<table>
<thead>
<tr>
<th>From Bus</th>
<th>To Bus</th>
<th>R [p.u.]</th>
<th>X [p.u.]</th>
<th>C [p.u.]</th>
<th>Limit [MVA]</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
<td>0.02</td>
<td>0.08</td>
<td>0.00</td>
<td>500</td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>0.03</td>
<td>0.12</td>
<td>0.00</td>
<td>500</td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>0.02</td>
<td>0.06</td>
<td>0.00</td>
<td>600</td>
</tr>
</tbody>
</table>

Table 3.2 Bus characteristics for a 3-bus system

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>500</td>
<td>100</td>
<td>100</td>
<td>800</td>
</tr>
<tr>
<td>2</td>
<td>300</td>
<td>100</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>100</td>
<td>30</td>
<td>100</td>
<td>800</td>
</tr>
</tbody>
</table>

Table 3.3 Economic information for a 3-bus system

<table>
<thead>
<tr>
<th>Generator Bus</th>
<th>a $/hr</th>
<th>b $/MW hr</th>
<th>c $/MW² hr</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>100</td>
<td>25.0</td>
<td>0.0250</td>
</tr>
<tr>
<td>3</td>
<td>150</td>
<td>13.0</td>
<td>0.0100</td>
</tr>
</tbody>
</table>

Area One consists only of the generator and load at bus 1 plus two tie lines. Area Two consists of the generator and load at bus 3 plus the load at bus 2, and the line from bus 2 to bus 3. Area One has expensive generation, while Area Two has cheaper generation. For the indicated loads and no area transfers the cost of operation for the total system is $25,799/hr. For this study, the loads at all buses remain fixed at the values shown.

The base case shown in Figure 3.1 has each area providing its own load plus a portion of the system losses. The unfilled pie charts on each line indicate that the lines are loaded at less than their MVA ratings. This base case has zero scheduled MW transfer between the two areas, but 73 MW of Area Two’s generation flows through Area One.

Note that the incremental cost for reactive power at a generator bus is $0.00. This is true as long as no MVAR limits are reached because there is no cost of generating MVARs in this OPF formulation.

Area One wants to purchase power at considerable savings from Area Two. Similarly, Area Two wants to sell power to Area One. We first examine the available transfer capability of this system for transfer from Area Two to Area One. An OPF solution with bus voltage constraints is
used to find the maximum power that can be transferred from Area Two to Area One. The voltage constraint for power quality used in this example is:

\[0.96 \leq V_i \leq 1.04\]  \hspace{1cm} (3-12)

Both generators have their excitations set to give 1.04 p.u. voltage for serving their local area load within the voltage constraints. A global OPF solution that minimizes the total cost of serving the load will attempt to increase Area Two generation and decrease Area One generation. This power transfer will change the voltage at bus 2. When the transfer is such that the voltage reaches its lower limit (0.96 p.u.), the OPF solution will stop at that constraint. The solution and associated marginal costs for both real and reactive power at each bus are shown in Figure 3.2 for the case where a nominal 15 MVAR capacitor bank is installed at bus 2 for reactive power support. The available transfer capability for these constraints is 244 MW. The cost of operation for the total system is $21,341/hr. Thus, this maximum power transfer has resulted in a reduction of total cost by $4,458/hr. Additional transfers are not possible without violation of the voltage constraint at bus 2. Due to the voltage constraint, the incremental cost for MVARs is almost the same as for MWs at bus 2.

![Figure 3.2](image-url)  \hspace{1cm} Three-bus example at maximum power transfer (15 MVAR capacitor support)
When the capacitor bank at bus 2 is increased from a nominal 15 MVAR rating to a nominal 30 MVAR rating, the OPF solution is given in Figure 3.3. The available transfer capability for these constraints is increased to 325 MW. The cost of operation for the total system is $20,890/hr. Thus, the increase in available transfer capability has resulted in an additional reduction of total cost by $451/hr. Again, additional power transfers are not possible without violation of the voltage constraint at bus 2. Note that the incremental cost for MVARs has reduced as the OPF approaches a more economical dispatch.

Figure 3.3 Three-bus example at maximum power transfer (30 MVAR capacitor support)
When the capacitor bank at bus 2 is increased from a nominal 30 MVAR rating to a nominal 45 MVAR rating, the OPF solution is given in Figure 3.4. The available transfer capability for these constraints is increased to 355 MW. The cost of operation for the total system is $20,849/hr. Thus, the increase in available power transfer capability has resulted in a further reduction of total cost by $41/hr. The OPF has reached an optimal dispatch schedule without reaching the bus 2 voltage constraint (since 0.963 > 0.96). Therefore, no additional power transfers can lower the total system costs.

The savings between 15 and 30 MVAR capacitors was $451 while the savings between 30 and 45 MVAR capacitors was only $41. This is because there is a greater change in system MW dispatch when moving from 15 to 30 MVAR than from 30 to 45 MVAR. This is also reflected in the incremental costs of MVAR at bus 2 for the various cases.

Figure 3.4 Three-bus example at maximum power transfer (45 MVAR capacitor support)
This Chapter examines several issues associated with transactions and associated third-party impacts in power systems. The issues of voltage support and margin to voltage collapse are addressed to provide an understanding of the system concerns in economic operation of and transactions in an interconnected system. Small example systems are used to clearly illustrate causes and effects.

4.1 Costing and Pricing of Voltage Support

As a base case, the 3-bus system in Figure 4.1 has an unity power factor load and no real power transfers. There are no reactive power requirements from any of the three generators because each interconnected bus has the same set-point voltage and there are no real power transfers.

Figure 4.1 Three bus base-case example
Now, we assume that the real power generation at bus 1 is cheaper than that of bus 2. Using the transmission system, a 1,000 MW transaction from bus 1 to bus 2 is executed as shown in Figure 4.2.

![Figure 4.2 System with a transaction and full VAR support](image)

To hold the voltage at 1.0 p.u. at each bus, the generators need to produce reactive power support of 304, 304, and 125 MVAR at buses 1, 2, and 3 respectively. Even though the generator at bus 3 is not involved in the transaction, it has to provide VARs to support the transaction.
Figure 4.3 shows the impact of withholding VAR support at bus 3. Without the reactive power support from the generator at bus 3, the voltage at bus 3 drops to an unacceptable level of 0.93 p.u.

Actually, the larger the transaction, the larger the amount of reactive power support required from the generator at bus 3. In other words, without VAR support from the generator at bus 3, increasing the transaction from bus 1 to bus 2 lowers the voltage at bus 3.

Another option for maintaining a satisfactory voltage at bus 3 rather than using reactive power support from the generator at bus 3 is to set the voltage at bus 1 higher than 1.0 p.u. The power flow results in Figure 4.4 show that to return the voltage at bus 3 from 0.93 back to 1.0 p.u. after the transaction, the generator at bus 1 has a voltage set-point of 1.11 p.u.
Figure 4.4 System with remote VAR support

Hence, the reactive power support should be provided at the place where it is most needed. In this example, the reactive power support by the generator at bus 3 is the best way to improve the voltage at bus 3.

Providing voltage support can create opportunity costs or lost profit if power output must be reduced to meet a voltage support requirement. This possibility occurs because operation of a generator is subject to a generator PQ capability constraint, as illustrated in Figure 4.5. Different physical constraints determine the shape of the capability constraint curve. The real and reactive power production of the generator is constrained by the field current limit (segment a-b), the armature current limit (segment b-c) and the under-excitation limit (segment c-d). Although not shown in Figure 4.5, there can also be a minimum power output that will affect the constraint curve. To illustrate the effects of the generator PQ capability constraint, we will examine the economic impact if the generator at bus 3 is used to provide the required reactive power support at bus 3. We assume that the generator at bus 3 is serving the 800 MW load at bus 3. We further assume that its marginal cost is constant at $6/MWh, and the price of real power at bus 3 is $10/MWh. Hence, the generator’s marginal profit is $4/MWh and its total “contribution” to profit (that is, ignoring fixed operating costs) from real power production is 4*800=$3200.
We will assume that the generator’s PQ capability constraint curve is as shown in Figure 4.5. The generation’s 800 MW output determines that it can at most produce $q_1^0$ MVAR or absorb $q_2^0$ MVAR. Hence, if the reactive power requirement is larger than $q_1^0$, then active power generation has to be reduced. As shown in Figure 4.6, if $\hat{q}_i$ MVAR output is needed to keep the bus 3 voltage at 1.0 p.u., then generation at bus 3 must change to the new operating point $(\hat{p}, \hat{q}_i)$. Thus, the generation at bus 3 has to reduce its MW generation by

$$\Delta p = p^0 - \hat{p}$$

The reduction has to be picked up by some other generator. In this example, it is the generator at bus 2.
The lost profit for the generator at bus 3 in its MW production is

\[ \Delta \pi = \Delta p \times 4 \]

The power flow results given in Figure 4.7 show that

\[ \hat{p} = 700 \text{ MW}, \, \hat{q}_1 = 100 \text{ MVAR} \]

The generator loses $400 in the real power production in order to provide 100 MVAR reactive power support. We call these $400 the opportunity cost of the reactive power support.

To keep the owner of the generator at bus 3 from losing profit by providing voltage support, a payment of at least $400 will have to be made for the voltage support. The owner of the generator will be indifferent to producing 800 MW and 0 MVAR or 700MW and 100 MVAR, if this compensation payment is made.
4.2 Sensitivity of the Margin to Voltage Collapse

Reactive power is needed to increase the loadability of a network. In this section, loadability is characterized by the closeness of a network to voltage collapse. The five area system shown in Figure 4.8 was investigated to understand the significance of third-party reactive power support of transactions and the sensitivity of voltage collapse margins to reactive power reserves. This base case shows all five areas to be supplying their own unity-power-factor loads and maintaining 1.0 per unit voltage. As such, none of the areas is producing any reactive power. Alternatively, this base case could be thought of as each area supplying exactly the amount of reactive power required within each area (in other words, each area is a bus in this case).
We begin by examining a possible transaction of real power from Area 1 to Area 5. Table 4.1 shows the sensitivity of reactive power requirements to real-power transfers ranging from 0.2 MVAR/MW at low levels to nearly 3.0 at the highest level. This assumes unlimited supplies of reactive power in each area and yields an absolute maximum real power transfer from Area 1 to Area 5 of 381 MW. This maximum condition is shown in Figure 4.9. One additional MW of real power transfer from Area 1 to Area 5 will result in total system collapse.
Table 4.1 Reactive power required to support real-power transfer from Area 1 to Area 5

<table>
<thead>
<tr>
<th>P(1 to 5) MW</th>
<th>Area 1 MVAR</th>
<th>Area 2 MVAR</th>
<th>Area 3 MVAR</th>
<th>Area 4 MVAR</th>
<th>Area 5 MVAR</th>
<th>Total MVAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>13</td>
<td>4</td>
<td>15</td>
<td>5</td>
<td>9</td>
<td>46</td>
</tr>
<tr>
<td>150</td>
<td>31</td>
<td>10</td>
<td>34</td>
<td>12</td>
<td>21</td>
<td>108</td>
</tr>
<tr>
<td>200</td>
<td>57</td>
<td>18</td>
<td>62</td>
<td>21</td>
<td>38</td>
<td>196</td>
</tr>
<tr>
<td>250</td>
<td>93</td>
<td>29</td>
<td>100</td>
<td>33</td>
<td>61</td>
<td>316</td>
</tr>
<tr>
<td>300</td>
<td>146</td>
<td>45</td>
<td>154</td>
<td>50</td>
<td>91</td>
<td>486</td>
</tr>
<tr>
<td>331</td>
<td>194</td>
<td>50</td>
<td>200</td>
<td>62</td>
<td>114</td>
<td>620</td>
</tr>
<tr>
<td>350</td>
<td>230</td>
<td>71</td>
<td>234</td>
<td>70</td>
<td>128</td>
<td>733</td>
</tr>
<tr>
<td>381</td>
<td>362</td>
<td>110</td>
<td>342</td>
<td>86</td>
<td>156</td>
<td>1,056</td>
</tr>
</tbody>
</table>

The table clearly illustrates the critical nature of third-party reactive power support and how this support must be obtained as an ancillary service to accompany the transfer of real power from Area 1 to Area 5. Area 3 has the highest sensitivity and is called upon to provide the largest amount of reactive power.

Figure 4.9. Five-Area Illustration - maximum real-power transfer from Area 1 to Area 5.
The amount of third-party reactive power support to push the transfer to its maximum requires the following MVAR from Areas 2, 3 and 4: 110, 342, and 86. If the transfer is limited to 331 MW so that there is a 50 MW voltage collapse margin (with respect to this transfer), the third-party reactive power support requirements from Areas 2, 3, and 4 are: 60, 200, and 52 MVARs. The MVARs needed to ensure the 50 MW collapse margin are the original 110, 342, and 86. Thus, while only these smaller amounts are needed to support the transaction, the larger amounts are needed to ensure the margin to system collapse (with respect to this transaction).

To see the impact of reactive power limitations on generation, we consider the case where Area 3 is limited by initial reactive power reserves of 300 MVAR. This case is shown in Table 4.2 where the maximum possible transfer is reduced to 375 MW (with the resulting system conditions given Figure 4.10). This maximum real-power transfer condition occurred exactly when the Area 3 reactive power supply capability was reached. Thus, the system voltage collapse margin is zero when the Area 3 reactive-power limit is reached. For limits greater than 300 MVAR, the system will collapse at the same time the reactive power limit is reached. For limits smaller than 300 MVAR, the system will collapse at a transfer level greater than the transfer level at the time the reactive power limit is reached. An example of this result is illustrated below.

Table 4.2 Reactive power required to support real-power transfer from Area 1 to Area 5 when Area 3 reactive power capability is limited to 300 MVAR

<table>
<thead>
<tr>
<th>P(1 to 5) MW</th>
<th>Area 1 MVAR</th>
<th>Area 2 MVAR</th>
<th>Area 3 MVAR</th>
<th>Area 4 MVAR</th>
<th>Area 5 MVAR</th>
<th>Total MVAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>13</td>
<td>4</td>
<td>15</td>
<td>5</td>
<td>9</td>
<td>46</td>
</tr>
<tr>
<td>150</td>
<td>31</td>
<td>10</td>
<td>34</td>
<td>12</td>
<td>21</td>
<td>108</td>
</tr>
<tr>
<td>200</td>
<td>57</td>
<td>18</td>
<td>62</td>
<td>21</td>
<td>38</td>
<td>196</td>
</tr>
<tr>
<td>250</td>
<td>93</td>
<td>29</td>
<td>100</td>
<td>33</td>
<td>61</td>
<td>316</td>
</tr>
<tr>
<td>300</td>
<td>146</td>
<td>45</td>
<td>154</td>
<td>50</td>
<td>91</td>
<td>486</td>
</tr>
<tr>
<td>350</td>
<td>230</td>
<td>71</td>
<td>234</td>
<td>70</td>
<td>128</td>
<td>733</td>
</tr>
<tr>
<td>375</td>
<td>318</td>
<td>98</td>
<td>300</td>
<td>87</td>
<td>152</td>
<td>955</td>
</tr>
</tbody>
</table>
Now we consider the case where Area 3 initially has only 150 MVAR of reactive reserves. This case is shown in Table 4.3 where the maximum possible real-power transfer from Area 1 to Area 5 is reduced to 356 MW. The power flow results are given in Figure 4.11. At this maximum, the voltage in Area 3 has dropped to 0.92 per unit. The point of maximum transfer did not occur when Area 3 hit its reactive power capability limit. The Area 3 limit occurred when the transfer was 300 MW. In terms of the transfer from Area 1 to Area 5, the system collapse margin is over 50 MW when Area 3 exhausts its reactive power support capability.

**Figure 4.10** Five-Area Illustration - maximum real-power transfer from Area 1 to Area 5 (with Area 3 reactive capability limited to 300 MVAR).
Table 4.3  Reactive power required to support real-power transfer from Area 1 to Area 5 when Area 3 reactive power capability is limited to 150 MVAR.

<table>
<thead>
<tr>
<th>P(1 to 5) MW</th>
<th>Area 1 MVAR</th>
<th>Area 2 MVAR</th>
<th>Area 3 MVAR</th>
<th>Area 4 MVAR</th>
<th>Area 5 MVAR</th>
<th>Total MVAR</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>3</td>
<td>1</td>
<td>4</td>
<td>1</td>
<td>2</td>
<td>11</td>
</tr>
<tr>
<td>100</td>
<td>13</td>
<td>4</td>
<td>15</td>
<td>5</td>
<td>9</td>
<td>46</td>
</tr>
<tr>
<td>150</td>
<td>31</td>
<td>10</td>
<td>34</td>
<td>12</td>
<td>21</td>
<td>108</td>
</tr>
<tr>
<td>200</td>
<td>57</td>
<td>18</td>
<td>62</td>
<td>21</td>
<td>38</td>
<td>196</td>
</tr>
<tr>
<td>250</td>
<td>93</td>
<td>29</td>
<td>100</td>
<td>33</td>
<td>61</td>
<td>316</td>
</tr>
<tr>
<td>300</td>
<td>147</td>
<td>46</td>
<td>150</td>
<td>52</td>
<td>91</td>
<td>486</td>
</tr>
<tr>
<td>350</td>
<td>275</td>
<td>104</td>
<td>150</td>
<td>132</td>
<td>147</td>
<td>808</td>
</tr>
<tr>
<td>356</td>
<td>325</td>
<td>126</td>
<td>150</td>
<td>158</td>
<td>159</td>
<td>918</td>
</tr>
</tbody>
</table>

Figure 4.11  5-Area Illustration - maximum real-power transfer from Area 1 to Area 5 (with Area 3 reactive capability limited to 150 MVAR).
To investigate the issues of costing and pricing the reactive power requirements for real-power transactions, it is necessary to examine the allocation of reactive power losses. This section compares various possible approaches to the allocation of reactive power losses created by multiple real-power transactions.

**Base Case Example System**

![Figure 5.1 Example system](image)

In this three-bus example, each bus represents a single area as shown in Figure 5.1. Each area has its own generation and load, and the system has zero line resistance. The impedance of the transmission lines between bus 1 and 2, bus 1 and 3, and bus 2 and bus 3 are:

- $x_{12} = 0.2 \text{ p.u.}$
- $x_{13} = 0.1 \text{ p.u.}$
- $x_{23} = 0.3 \text{ p.u.}$
In the base case, the MW generation and load at each bus is balanced and there are no transactions between areas as shown in Figure 5.2. We assume that each bus voltage is 1.0 p.u. and that each load is unity power factor. Under these conditions, the base case has zero reactive power requirements in each area, and zero reactive power losses in the transmission system.
Example System with Transaction 1

We now assume that generation at bus 2 is cheaper than the generation at bus 1, so that the load at bus 1 purchases 50MW from the generator at bus 2 as shown in Figure 5.3. We call this transaction 1. To implement transaction 1, the MW output at bus 2 is increased from 200 MW to 250 MW, and the MW output of the generator at bus 1 is decreased from 100 MW to 50 MW. All other generations and loads remain fixed, and the generator voltage at each bus is still set to 1.0 p.u. The power flow given in Figure 5.3 shows that with transaction 1 on the system, the reactive power generation of each generator is

\[ Q_1^1 = 1.25 \text{ MVAR}, \quad Q_2^1 = 1.53 \text{ MVAR}, \quad Q_3^1 = 0.56 \text{ MVAR} \]

Figure 5.3 Example system with transaction 1
Example System with Transaction 2

We now return to the base case and assume a transaction from Area 2 to Area 3 as shown in Figure 5.4. We increase the generation by 100 MW at bus 2 and decrease the generation by 100 MW at bus 3, while all other generation and loads are fixed at their values at the base case. The generator voltage at each bus is still set to 1.0 p.u. The power flow results show that in the case of the base case plus transaction 2, the reactive power output at each bus is

\[ Q_1^2 = 3.77 \text{ MVAR}, \ Q_2^2 = 6.28 \text{ MVAR}, \ Q_3^2 = 5.01 \text{ MVAR} \]

**Figure 5.4** Example system with transaction 2
Example System with Transactions 1 and 2

We now consider the scenario where transactions 1 and 2 are on the system simultaneously as shown in Figure 5.5.

Figure 5.5 Example system with transactions 1 and 2

The power flow shows that in the case that transactions 1 and 2 are implemented at the same time on the system, the reactive power requirement to maintain the bus voltage at 1.0 p.u. at each bus is

\[ Q_{12}^{1} = 7.57 \text{ MVAR}, \quad Q_{32}^{1} = 13.73 \text{ MVAR}, \quad Q_{3}^{12} = 7.27 \text{ MVAR} \]
5.1 Simple Pro-Rata Approach

Consider the case when two transactions are on the system at the same time. The total amount of two transactions is

\[ t^{(1)} = 50\text{MW}, t^{(2)} = 100\text{MW}, t^{(\text{total})} = t^{(1)} + t^{(2)} = 150\text{MW} \]

We allocate the MVAR output of the generator bus \( n = 1,2,3 \)

\[
\begin{align*}
Q_1^{(1)} &= \frac{t^{(1)}}{t^{(\text{total})}} \times Q_1^{(1)} = \frac{50}{150} \times 7.57 = 2.52\text{MVAR} \\
Q_2^{(1)} &= \frac{t^{(1)}}{t^{(\text{total})}} \times Q_2^{(1)} = \frac{50}{150} \times 13.73 = 4.58\text{MVAR} \\
Q_3^{(1)} &= \frac{t^{(1)}}{t^{(\text{total})}} \times Q_3^{(1)} = \frac{50}{150} \times 7.27 = 2.42\text{MVAR} \\
\end{align*}
\]

\[
\begin{align*}
Q_1^{(2)} &= \frac{t^{(2)}}{t^{(\text{total})}} \times Q_1^{(2)} = \frac{100}{150} \times 7.57 = 5.05\text{MVAR} \\
Q_2^{(2)} &= \frac{t^{(2)}}{t^{(\text{total})}} \times Q_2^{(2)} = \frac{100}{150} \times 13.73 = 9.15\text{MVAR} \\
Q_3^{(2)} &= \frac{t^{(2)}}{t^{(\text{total})}} \times Q_3^{(2)} = \frac{100}{150} \times 7.27 = 4.85\text{MVAR} \\
\end{align*}
\]

5.2 An Incremental/Average Approach

First we suppose that transaction one is implemented first and transaction two is undertaken after transaction one is already on the system.

We allocate the MVAR output of the generator bus \( n = 1,2,3 \)

\[
\begin{align*}
Q_1^{(1)} &= Q_1^{(1)} - Q_1^{(0)} = 1.26\text{MVAR} \\
Q_2^{(1)} &= Q_2^{(1)} - Q_2^{(0)} = 1.53\text{MVAR} \\
Q_3^{(1)} &= Q_3^{(1)} - Q_3^{(0)} = 0.56\text{MVAR} \\
\end{align*}
\]

\[
\begin{align*}
Q_1^{(2)} &= Q_1^{(2)} - Q_1^{(1)} = 7.57 - 1.26 = 6.31\text{MVAR} \\
Q_2^{(2)} &= Q_2^{(2)} - Q_2^{(1)} = 13.73 - 1.53 = 12.20\text{MVAR} \\
Q_3^{(2)} &= Q_3^{(2)} - Q_3^{(1)} = 7.27 - 0.56 = 6.71\text{MVAR} \\
\end{align*}
\]
Second, we change the order of implementing these two transactions. We assume that transaction one is first exercised and then transaction two is implemented after transaction one has already been on the system.

We allocate the MVAR output of the generator bus \( n = 1, 2, 3 \)

\[
\begin{align*}
Q_{1}^{(2)} &= Q_{1}^{2} - Q_{1}^{0} = 3.77 \text{ MVAR} \\
Q_{2}^{(2)} &= Q_{2}^{2} - Q_{2}^{0} = 6.28 \text{ MVAR} \\
Q_{3}^{(2)} &= Q_{3}^{2} - Q_{3}^{0} = 5.01 \text{ MVAR}
\end{align*}
\]

\[
\begin{align*}
Q_{1}^{(1)} &= Q_{1}^{12} - Q_{1}^{(2)} = 7.57 - 3.77 = 3.80 \text{ MVAR} \\
Q_{2}^{(1)} &= Q_{2}^{12} - Q_{2}^{(2)} = 13.73 - 6.28 = 7.45 \text{ MVAR} \\
Q_{3}^{(1)} &= Q_{3}^{12} - Q_{3}^{(2)} = 7.27 - 5.01 = 2.26 \text{ MVAR}
\end{align*}
\]

For different order of implementing these two transactions on the system, the results of reactive power allocation are different.

We take the average of the two orders.

\[
\begin{align*}
Q_{1, \text{ave}}^{(1)} &= \frac{3.80 + 1.26}{2} = 2.53 \text{ MVAR} \\
Q_{2, \text{ave}}^{(1)} &= \frac{7.45 + 1.53}{2} = 4.49 \text{ MVAR} \\
Q_{3, \text{ave}}^{(1)} &= \frac{2.26 + 0.56}{2} = 1.41 \text{ MVAR}
\end{align*}
\]

\[
\begin{align*}
Q_{1, \text{ave}}^{(2)} &= \frac{3.77 + 6.31}{2} = 5.04 \text{ MVAR} \\
Q_{2, \text{ave}}^{(2)} &= \frac{6.28 + 12.20}{2} = 9.24 \text{ MVAR} \\
Q_{3, \text{ave}}^{(3)} &= \frac{5.01 + 6.71}{2} = 5.86 \text{ MVAR}
\end{align*}
\]

5.3 Aumann-Shapley Approach

The previous section has illustrated a method for removing the effect of “ordering” of transactions by averaging over all possible orderings (or two in the example). This method is referred to as “Shapley pricing.” When there are more than two transactions, the number of permutations needed to do the calculation grows as the number of possible combinations of these transactions, but otherwise the method remains the same. In our example, we will assume that
each of the two transactions is divided into a large number of 0.1 MW transactions. This means that transaction 1 consists of 10 steps and transaction 2 consists of 20 steps.

An extension of the Shapley pricing notion is the use of modified Shapley pricing. In modified Shapley pricing each transaction is broken down into a large number of elementary transactions and these transactions are randomized in their order of entry. Again, the amount of work grows combinatorially with the number of transactions, but because the transactions have now been broken down into elementary transactions, the number is much larger.

The Aumann-Shapley theory for pricing reactive power is based on the notion of “fairness” of allocation of a resource. The theory itself is based on game theory. In competitive environments, there are many resources used for the “common good” where no one participant has incentive to provide it without ample compensation for the service. Since the benefits of the service (reactive power, in this case) accrue to all, it is in the common interest that the service be provided. As seen above, a common problem in the compensation for reactive service and many other services is that provision has “nonlinear” effects. In the case of reactive power, provision is highly nonlinear: the last unit of service (the last MVAR in this case) is more valuable than the first. In the previous section, a method of averaging was used to eliminate the “ordering” effect. Aumann-Shapley extends this concept in two ways.

- As in the case of modified Shapley pricing, every “transaction” is itself divided into a large number of smaller transactions.
- As in the case of Shapley pricing, the ordering of these transactions is randomized over all possible permutations of the order in which participants could have provided the service. The average among all these permutations is used as the value to be used for each transaction.

In the limit, as the transaction sizes tends to zero, the calculation of average contribution reduces to the integral of marginal costs when all agents are increased proportionally from zero to their values.

The Aumann-Shapley cost allocation was originally development in the context of games [38]. It was proved in a different context and through other means in [39], that it is the unique cost allocation method which recovers the original costs (revenue reconciliation); and is additive, weakly aggregation invariant and monotonic.

Let \( P_A \) and \( P_B \) be the transaction amounts. Let \( \Delta \) be the size of each elementary transaction. The transaction of agent A, \( P_A \), consists of \( N_1 \) transactions of equal size \( \Delta \), and the transaction of agent B, \( P_B \), corresponds to \( N_2 \) transactions of equal size \( \Delta \), as illustrated below.

\[
\begin{align*}
&\Delta \quad \Delta \quad \ldots \ldots \quad \Delta \quad \Delta \quad \Delta \\
&\text{\( P_A \)}
\end{align*}
\]

\[
\begin{align*}
&\Delta \quad \Delta \quad \ldots \ldots \quad \Delta \\
&\text{\( P_B \)}
\end{align*}
\]

\[ N_1 \text{ Transactions} \]

\[ N_2 \text{ Transactions} \]

**Figure 5.6** Partitioning of transactions
Let \( N = N_1 + N_2 \) the total number of elementary transactions. The number of possible ways these transactions can be combined is \( \binom{N}{N_1} \). Let, for example, \( N_1 = 2, N_2 = 3 \). In this case the possible transaction orderings are:

\[
\text{AABBB; ABABB; ABBAB; BAABB; BABAB; BBAAB; ABBA; BAB; BBABA; BBBAA}
\]

In the case of two agents, each combination corresponds to a path, in a two-dimensional space, from zero to the point whose coordinates are the original transaction values as illustrated in Figure 5.7. Along each path \( \alpha \) the mean \( \bar{\pi}^\alpha_A, \bar{\pi}^\alpha_B \) of the marginal costs are computed. For instance the mean marginal costs for the path of Figure 5.7 are:

\[
\bar{\pi}^\alpha_A = \left( \frac{\partial T}{\partial x}(\Delta,0)\Delta + \frac{\partial T}{\partial x}(2\Delta,\Delta)\Delta \right) / P_A
\]

\[
\bar{\pi}^\alpha_B = \left( \frac{\partial T}{\partial y}(\Delta,\Delta)\Delta \right) / P_B
\]

![Figure 5.7 Lattice of all paths for all possible transactions combinations](image)

(The path corresponding to BBABA is highlighted.)

The mean of the path mean marginal costs along all paths are:

\[
\bar{\pi}_A = \frac{\sum_{\alpha} \bar{\pi}^\alpha_A}{N_\alpha}
\]

(5-1)

\[
\bar{\pi}_B = \frac{\sum_{\alpha} \bar{\pi}^\alpha_B}{N_\alpha}
\]

(5-2)
where $N_{\alpha}$ is the number of paths ($N_{\alpha} = \binom{N}{N_1}$).

The final charges are obtained as the limits when $\Delta \to 0$.

The equations above can also be interpreted as the expected values of functions of discrete distributed random variable and when $\Delta \to 0$, $N, N_1, N_2 \to \infty$. To take limits, we compute $\pi_A, \pi_B$ as follows:

- Select a point in the two dimensional space $(\tau_A, \tau_B)$, $0 \leq \tau_A \leq P_A$, $0 \leq \tau_B \leq P_B$.
- Let $k_1 = \tau_A / \Delta$, $k_2 = \tau_B / \Delta$.
- Consider all possible paths which go through $(k_1 \Delta, k_2 \Delta)$ and $((k_1+1) \Delta, k_2 \Delta)$. The number of such paths is:

$$\binom{k_1 + k_2}{k_1} \frac{(N - (k_1 + k_2) - 1)}{N_1 - k_1 - 1} = N(k_1, k_2) \frac{N_1 - k_1}{N - (k_1 + k_2)}$$

\textbf{Figure 5.8} The set of paths passing through point (BBA) is illustrated.
where
\[
N(k_1, k_2) = \binom{k_1 + k_2}{k_1} \binom{N - (k_1 + k_2)}{N - k_1}
\]

An example of all such paths for one point is illustrated in Figure 5.8.

\(\bar{\pi}_A\) can be rewritten as
\[
\bar{\pi}_A = \frac{1}{P_A} \left( \sum_{k=1}^{N} N_1 - k \right) \frac{N(k_1, k_2)}{N_\alpha} \frac{\partial T}{\partial x}(k_1 \Delta, k_2 \Delta) \Delta
\]
or, letting \(k = k_1 + k_2\),
\[
\bar{\pi}_A = \frac{1}{P_A} \left( \sum_{k=1}^{N} N_1 - k \right) \frac{N(k_1, k - k_1)}{N_\alpha} \frac{\partial T}{\partial x}(k_1 \Delta, (k - k_1) \Delta) \Delta
\]

After some analysis and simplification \[40\] and letting \(N \to \infty\), the Aumann-Shapley per-unit charge is equal to:
\[
\bar{\pi}_A = \int \left( \frac{\partial T}{\partial x}(\lambda P_A, \lambda P_B) \right) d\lambda
\]
where \(\lambda\) is an integration parameter, and similarly
\[
\bar{\pi}_B = \int \left( \frac{\partial T}{\partial y}(\lambda P_A, \lambda P_B) \right) d\lambda
\]

Observe that:
\[
P_A \bar{\pi}_A + P_B \bar{\pi}_B = \int \left( P_A \frac{\partial T}{\partial x}(\lambda P_A, \lambda P_B) + P_B \frac{\partial T}{\partial y}(\lambda P_A, \lambda P_B) \right) d\lambda
\]
\[
\quad = \int \frac{d}{d\lambda} T(\lambda P_A, \lambda P_B) d\lambda = T(P_A, P_B)
\]

Thus, in addition to inducing economic efficiency and being fair, the Aumann-Shapley allocation has the desired property of recovering costs and being computable by means of a simple integral.

When applied to the example used so far, Aumann-Shapley pricing leads to the following VAR allocation:
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These results were obtained by a sequence of power flows where the transaction levels were increases in 200 increments from a level of zero to their final level. For this very simple example, the difference between Aumann-Shapley and simple Shapley pricing is quite small. For other examples it can be, however, more pronounced.

5.4 A Flow-Based Approach

We first express the reactive power generation from each generator at bus n=1,2,3 as

\[
Q_n = -B_{mn} V_n^2 + V_n \sum_{j \in H_n} [G_{nj} \sin(\theta_n - \theta_j) - B_{nj} \cos(\theta_n - \theta_j)]V_j
\]

In our three-bus example, we assume that

- the system is lossless;
- the voltage is set to 1.0 p.u.;
- the angle difference across each transmission is small, i.e. \(\theta_i - \theta_j = 0\); and
- the shunt element is neglected.

Under these assumptions,

\[
Q_n = \sum_{j \in H_n} \frac{1}{X_{nj}} [1 - \cos(\theta_n - \theta_j)] \approx \frac{1}{2} \sum_{j \in H_n} \frac{1}{X_{nj}} (\theta_n - \theta_j)^2 \approx \frac{1}{2} \sum_{j \in H_n} \frac{1}{X_{nj}} (\hat{\theta}_n - \hat{\theta}_j) (\hat{\theta}_n - \hat{\theta}_j)
\]

where, through the D.C. power flow, we can decompose \(\hat{\theta}\) into components for each transaction as:

\[
\begin{cases}
Q_{1,ave}^{(1)} = 2.51 \text{MVAR} \\
Q_{1,ave}^{(2)} = 5.06 \text{MVAR} \\
Q_{1,ave}^{(3)} = 5.89 \text{MVAR} \\
Q_{2,ave}^{(1)} = 4.67 \text{MVAR} \\
Q_{2,ave}^{(2)} = 9.27 \text{MVAR} \\
Q_{2,ave}^{(3)} = 5.89 \text{MVAR}
\end{cases}
\]
\[
\begin{bmatrix}
\hat{\theta}_2 \\
\hat{\theta}_3
\end{bmatrix} = \begin{bmatrix}
\frac{1}{0.2} + \frac{1}{0.3} & -\frac{1}{0.3} \\
-\frac{1}{0.3} & \frac{1}{0.1} + \frac{1}{0.3}
\end{bmatrix}^{-1} \begin{bmatrix}
t^{(1)} = 0.5 \\
0
\end{bmatrix} + \begin{bmatrix}
\frac{1}{0.2} + \frac{1}{0.3} & -\frac{1}{0.3} \\
-\frac{1}{0.3} & \frac{1}{0.1} + \frac{1}{0.3}
\end{bmatrix}^{-1} \begin{bmatrix}
t^{(2)} = 1 \\
-t^{(2)} = -1
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0.1333 & 0.0333 \\
0.0333 & 0.0833
\end{bmatrix} + \begin{bmatrix}
0.1333 & 0.0333 \\
0.0333 & 0.0833
\end{bmatrix} = \begin{bmatrix}
0.1333\cdot t^{(1)} + 0.1 \cdot t^{(2)} \\
0.0333\cdot t^{(1)} - 0.05 \cdot t^{(2)}
\end{bmatrix}
\]

\[
= \begin{bmatrix}
0.0667 \\
-0.0167
\end{bmatrix} + \begin{bmatrix}
0.1 \\
-0.05
\end{bmatrix} = \begin{bmatrix}
9.57^0 \\
-1.91^o
\end{bmatrix}
\]

then, from generator at bus 1

\[
Q_1^{(1)} = \frac{1}{2 \cdot 0.2} (0 - 9.6) / 180 \cdot 3.14 \cdot (0 - 0.0667) + \frac{1}{2 \cdot 0.1} (0 + 1.92) / 180 \cdot 3.14 \cdot (0 - 0.0167) = 0.5 \cdot (0.0558 - 0.00559) = 0.025
\]

\[
Q_1^{(2)} = \frac{1}{2 \cdot 0.2} (0 - 9.6) / 180 \cdot 3.14 \cdot (0 - 0.1) + \frac{1}{2 \cdot 0.1} (0 + 1.92) / 180 \cdot 3.14 \cdot (0 + 0.05) = 0.5(0.0837 + 0.0167) = 0.05
\]

and, the total output for transactions 1 and 2 is

\[
Q_1^{(1)} + Q_1^{(2)} = 0.075 \text{ p.u.}
\]

From generator at bus 2

\[
Q_2^{(1)} = \frac{1}{2 \cdot 0.2} (9.6 - 0) / 180 \cdot 3.14 \cdot (0.0667 - 0) + \frac{1}{2 \cdot 0.3} (9.6 + 1.92) / 180 \cdot 3.14 \cdot (0.0667 - 0.0167) = 0.0279 + 0.0167 = 0.044
\]

\[
Q_2^{(2)} = \frac{1}{2 \cdot 0.2} (9.6 - 0) / 180 \cdot 3.14 \cdot (0.1 - 0) + \frac{1}{2 \cdot 0.3} (9.6 + 1.92) / 180 \cdot 3.14 \cdot (0.1 + 0.05) = 0.0419 + 0.05 = 0.0919
\]

and the total output for transactions 1 and 2 is

\[
Q_2^{(1)} + Q_2^{(2)} = 0.1359 \text{ p.u.}
\]

From generator at bus 3

\[
Q_3^{(1)} = \frac{1}{2 \cdot 0.2} (-1.92 - 0) / 180 \cdot 3.14 \cdot (0.0167 - 0) + \frac{1}{2 \cdot 0.3} (-1.92 - 9.6) / 180 \cdot 3.14 \cdot (0.0167 - 0.0667) = -0.0014 + 0.0167 = 0.0153
\]

\[
Q_3^{(2)} = \frac{1}{2 \cdot 0.2} (-1.92 - 0) / 180 \cdot 3.14 \cdot (-0.05 - 0.1) + \frac{1}{2 \cdot 0.3} (-1.92 - 9.6) / 180 \cdot 3.14 \cdot (-0.05 - 0.1) = 0.013 + 0.05 = 0.063
\]

\[
Q_3^{(2)} = \frac{1}{2 \cdot 0.2} (-1.92 - 0) / 180 \cdot 3.14 \cdot (-0.05 - 0.1) + \frac{1}{2 \cdot 0.3} (-1.92 - 9.6) / 180 \cdot 3.14 \cdot (-0.05 - 0.1) = 0.013 + 0.05 = 0.063
\]
and the total output for transactions 1 and 2 is

\[ Q_3^{(1)} + Q_3^{(2)} = 0.0783 \text{ p.u.} \]

Therefore,

\[
\begin{align*}
Q_1^{(1)} &= 2.5 \text{ MVAR} \\
Q_2^{(1)} &= 4.4 \text{ MVAR} \\
Q_3^{(1)} &= 1.53 \text{ MVAR} \\
Q_1^{(2)} &= 5 \text{ MVAR} \\
Q_2^{(2)} &= 9.19 \text{ MVAR} \\
Q_3^{(2)} &= 6.3 \text{ MVAR}
\end{align*}
\]

This algorithm is documented in detail with additional illustrations in [58].
6

RELATING VALUE AND COST OF VARs

6.1 Unit Operation with System Considerations

A supplier of energy (that is, a generator) has a positive marginal profit when the price of energy sold exceeds the marginal cost of production. For a total profit to be achieved, it is necessary that the total revenues over the entire operating period (or business cycle) exceed the total costs. Total costs include not only operating costs but also any startup and shutdown costs. In this analysis, we consider that revenues derive from three sources: the sale of energy (at the spot or contract price), the sale of reactive power, and the sale of reactive reserves. For simplicity, we do not consider the sale of active power reserves analysis. We focus mainly on daily and weekly business cycles.

We consider first a situation with no startup and shutdown costs, where the price of energy $\lambda$ exceeds the marginal cost of production $c$. We further assume there is no payment for reactive power supplies. This situation is depicted in Figure 6.1(a). Under these conditions, it is advantageous for the generating unit to produce energy at the maximum possible net output level, since this maximizes the generator’s profit contribution (or, as shown in the figure, surplus). There is no incentive to deliver any particular amount of reactive power. The desired amount of reactive power to be delivered by the unit is whatever the generator finds most profitable for the production of a maximum possible amount of active power. The typical dependency of net $P$ capability on $Q$ output is illustrated in Figure 6.1(b). The net output for a generating unit is the output produced by the unit at the operating point, excluding any losses for which the generator does not get compensated (such as rotor and stator losses).

The following conflicting factors play into the desired production of reactive power.

- Delivering a larger amount of reactive power will tend to increase voltages and reduce currents, thus leading to lower stator currents for a designated amount of active power.
- Delivering a larger amount of reactive power will reduce the power factor, leading to a larger current than necessary and thus leading also to greater stator losses.
- Delivering a larger amount of reactive power requires greater field currents, thus resulting in larger rotor losses.
- Delivering a larger amount of reactive power may reduce the maximum permissible amount of power that the machine can produce.
When there is no payment for reactive power deliveries, it is advantageous for the generator to supply the output that maximizes its own revenues. (a) The area indicates the net contribution to profit (or surplus) to the supplier. (b) Relationship between P and Q output.

We next consider the situation of a unit that is out of service. We assume that the energy price exceeds the marginal cost of production. However, we also assume that there is a nontrivial startup cost. For simplicity of exposition we ignore shutdown costs since these costs can be accounted for in a similar manner. We will assume that there is no payment for reactive power production. This situation is almost the same as the one just described, except that the unit will not be started unless the expectation of recovery of startup costs is present.

Let $S$ be the startup cost of the unit. We assume there are $T$ time periods of interest, and that the operating expense $c$ per unit of generation is the same for all periods. We let $\lambda(t)$ be the price received for production during period $t$. The contribution to profit or surplus during any period is equal to the amount of energy produced during the period times the difference between price and cost. We assume the periods to be of length unity each. The energy produced during period $t$ is thus proportional to the power output $P(t)$. The surplus (or loss) for energy production for a given unit is $P(t)*(\lambda(t)−c(t))$. For all $T$ periods, the net surplus or loss is either $\Sigma[P(t)*(\lambda(t)−c(t))]−S$ or zero, whichever is largest (since the unit will not be started unless a net profit can be anticipated). If the unit is not started as a result of insufficient compensation, let $\Delta S$ denote the total shortfall. That is, let $\Delta S=S−\Sigma[P(t)*(\lambda(t)−c(t))]$. This shortfall value will always be positive (or zero).
The situation of changing prices over time and the relationships between profits, prices and costs is illustrated in Figure 6.2. Assume the generating unit is permitted to vary its output from one period to the next. The unit is not allowed to shut down once it has been started. Under these conditions, it is advantageous for the unit to produce maximum power during those periods where a profit can be realized. Likewise, it is advantageous to produce minimum output during those periods where a loss is incurred, leaving the unit on for the next opportunity for profits but minimizing the losses of the period. Thus, the net surplus for the unit will be as above, except that if the unit is on then \( P(t) = P_{\text{max}} \) if \( \lambda(t) > c \), and \( P(t) = P_{\text{min}} \) if \( \lambda(t) < c \).

\[
\lambda(t) = \begin{cases} 
P_{\text{max}} & \text{if } \lambda(t) > c \\
P_{\text{min}} & \text{if } \lambda(t) < c
\end{cases}
\]

\[c \]

\[S\]

Multiply per unit surplus or loss times power output \( P(t) \)

There is also a startup cost \( S \)

\[t\]

Figure 6.2  Variation of surplus or loss as a function of energy price variations

The next situation we considered is the case where there is an explicit value to the reactive power. The value of the reactive power to the system can take one of two forms.

- Reactive power injection or extraction can reduce total system losses. The value of the reactive power for this purpose is the value of the Lagrange multiplier equation associated with the reactive power injection at the generator location. Generally this value is comparatively small, ranging from a negative value of 20% or above to a positive value of above 20%, but more typically being somewhere between 2% and 4%.

- There may be a binding system constraint. The binding system constraint may be the voltage at some bus which may not go below (or above) some designated values. The binding constraint can also be the flow on a line or transformer. Adjustments of reactive power injections can affect the current in the line or transformer. Thus, the value of reactive power is the value of the injection in relieving the constraint (the Lagrange multiplier of the constraint).

When reactive power has value, we assume that a payment at the value of the reactive power is justified and will take place. In other words, the supplier of generation is offered a payment for reactive power provision that equals the benefit of the reactive power to the system. Thus, the net proceeds to a generator now consist of the sum of the revenues associated with the energy supply and the reactive supply reserve sales.
We now investigate how these assumptions alter the economics of unit operation. We assume that the value of an increment of reactive power injection into the system is $\mu$. (In the more general case, we will assume that $\mu$ can vary as a function of $t$.) For a single time period and no startup costs, Figure 6.3 illustrates the nature of the benefits. In brief, as a result of additional reactive injection, the system can reduce its losses (thus deriving a direct energy benefit), and it may also be able to relieve a binding constraint (also leading to more economic overall operation).

Figure 6.3 Benefit to the supplier of producing energy (a), and benefit to the system of having supplier produce reactive power (b). The benefit is expected to be a declining benefit, although the slope could be in some cases reversed. In the more general case, it will be a nonlinear function of $Q$. The benefit to the system derives from lower losses and from the improvement of constraints.

We observe from Figure 6.3 that the benefit declines as $Q$ increases (in this case). This declining benefit from larger $Q$ is an important feature of reactive power, otherwise, the incentives for providing reactive power will not be correct. Thus, the system operator can provide an incentive for the supply of reactive power to a given location based on the marginal system benefit.

Various incentives structures can be considered by the system operator.

- A payment on a “per MVAR” basis. Here the system operator decides that there is a marginal benefit to the system and offers to pay for each MVAR. This approach is not likely to work well. Assume that the opportunity cost to a supplier of offering a MVAR of power is negligibly small. Then the supplier will elect to produce the maximum possible amount of VARs. Worse yet, multiple suppliers at that location will offer to provide their maximum.
The operator will quickly be in a position of having excess VARs and having to perhaps pay to cancel them.

- Bid a continuously declining formula for VAR provision. In effect, the operator would offer payment that is, in effect, based on a quadratic formula. The difficulty with this approach is that competing suppliers for VARs that have identical opportunity costs will have a hard time competing, since their costs are virtually identical. The market for VARs will be unstable.

- Offer to purchase a specific amount of VARs (or range of VARs) at a given price from a single or from multiple sources. This case (which is the preferred situation) is illustrated in Figure 6.4. Under these conditions what used to be a system surplus becomes a surplus for the generator (assuming that the impact on active power delivery for the supplier of energy is small). This will make it possible for a generator to, in effect, lower its effective marginal cost for active power.

![Figure 6.4](image)

**Figure 6.4** Benefits and payments for reactive power at a given location. The system operator indicates both a price he/she is willing to pay as well as an amount needed. Note: if the amount of MVARs available at a given location is insufficient, a partially filled request will take place, along with some surplus loss. A price increase will yield no additional MVARs.

Actually, in the situation depicted above, the marginal benefit to the system of delivering the last MVAR is not “cost effective” in the sense that the same price paid for the last MVAR exceeds the benefit to the system. Thus, a “system-only” viewpoint would suggest that it is optimal to either lower the price or restrict the quantity of VARs purchased to values below the combined optimal level. Neither is optimal if the “system plus supplier” combined welfare is considered. A narrow viewpoint results in an undersupply of reactive power which leads to other difficulties.

The fact that the VAR payments to a supplier result in additional surplus results in the ability of the supplier to realize a profit even in the presence of relatively low energy prices. The situation
is illustrated in Figure 6.5. Here the price of energy is not high enough to warrant production. However, because of the high value of reactive power to the system (which leads to an explicit payment for reactive power supply), the net result is still profitable for the generator.

A similar but slightly more complex analysis can be applied to determine the value of reactive power for the case where multi-period operation with nonzero startup costs needs to be considered.

Figure 6.5 The payment for reactive supplies results in the profitable operation of the generator even when prices are not sufficiently high to warrant generation under normal circumstances.

In the analysis above we have considered that only the explicit and delivered component of the reactive power has value. In truth, there is often a quite significant value to reactive reserves (often in both directions). Figure 6.6 illustrates the benefits to the system of having reactive reserves. When reactive reserves are quantified (and if an explicit payment for reactive reserves is made) then the economics of energy production once again improve. The outages in the West during 1998 were in large part attributed to insufficient reactive reserves at some locations where available (hydro) generators that could have been functioning as synchronous condenser were available. Operating protocols have not been changed to permit operation of these generators in this mode when circumstances require it.
Startup cost and shutdown costs are also given.

Figure 6.6  Incorporating the value of reactive reserves.
6.2 Reactive Support Service and Lost Opportunity Costs

Characteristics of Reactive Support

We start our discussions with the motivation for reactive support, using an example with four scenarios.

Example 6.1:

Consider the simple two-bus system of Figure 6.7.

![Figure 6.7 The two-bus system](image)

The line connecting the two busses is lossless with an impedance of j0.2 p.u. and a charging capacitor admittance of \(-j0.005\) p.u. at each end of the line. The voltage at each bus must be held within the range \([0.95, 1.05]\). The excitation control of the generator can set the voltage at bus 1 at a specified value. The voltage set-point of the generator is denoted by \(sV_1\). The reactive power required from the generator is denoted by \(gq_1\).

Case 1.a:

This case starts without a transaction on the system and no real power flowing on the line. While the generator absorbs reactive power injected by the line charging capacitor at bus 1, the reactive power injected at bus 2 makes the voltage \(V_2\) at bus 2 slightly higher than \(V_1\). This is representative of the light-load situation under which the generator needs to withdraw reactive power to prevent unsatisfactory high voltages.

Case 1.b:

Next, we consider a 100 MW transaction from the generator at bus 1 to the load at bus 2. Although there is no reactive load at bus 2, the transaction gives rise to a current, which, in turn, results in reactive power losses in the line that must be provided. Since the only reactive source is the generator, the required reactive support is obtained therefrom. \(V_2\) drops to 0.98 p.u. due to the transaction. To maintain \(V_2\) within specified limits, the load at bus 2 needs to acquire reactive support in addition to the purchase of real power. Otherwise, \(V_2\) would become...
unacceptably low. Figure 6.8 shows the variation of $V_2$ as a function of the transaction amount for different values of $V_1^\nu$. Note that for a fixed transaction amount, raising $V_1^\nu$ increases $V_2$.

A, B, and C are $V_2$ when $V_1^\nu$ is 1.05, 1.0 and 0.97 p.u., respectively

D, E, and F are $q_i^\xi$ when $V_1^\nu$ is 1.05, 1.0 and 0.97 p.u., respectively

For instance, when the transaction amount is 140 MW and $V_1^\nu$ is 0.97 p.u., $V_2$ is 0.92 p.u. To raise $V_2$ to 0.95 p.u., the generator needs to increase $V_1^\nu$ to 1.0 p.u. The generator can control to some extent $V_2$ by adjusting $V_1^\nu$. Meanwhile, the generator must also provide the reactive support to ensure the voltage profile requirement is satisfied. For example, raising $V_1^\nu$ from 0.97 p.u. to 1.0 p.u. changes the reactive power output of the generator changes from 46 to 43 MVAR. In this example, when $V_1^\nu$ is raised to improve $V_2$, the reactive support of the generator decreases. Figure 6.8 also shows that for a fixed $V_1^\nu$, the amount of the reactive support required from the generator increases as the transaction amount increases.

**Case 1.c:**
Now we double the value of the reactive line impedance. The 100 MW transaction would drag $V_2$ to 0.90 p.u. and $q_i^\xi$ increases by 150%. Hence, the larger the line reactance, the lower the load voltage becomes and the larger the amount of reactive support required from the generator.

**Case 1.d:**
In this case, we consider the case of non-unity power factor. For example, besides 100 MW of real power, we let the load at bus 2 also consume 50 MVAR of reactive power (the power factor of the load is 0.9). $V_2$ is depressed to a very low value of 0.86 p.u., and the generator must increase its reactive power output to cover the reactive losses on the line and serve the reactive
load as well. Thus, the reactive load adds an extra burden on the system for reactive support. The retail customers at bus 2 may reduce this additional burden on the system by installing shunt capacitors to correct the power factor.

We summarize the nature and characteristics of reactive support illustrated by this example.

1. Due to the reactive nature of transmission systems, reactive support is an inherent physical system requirement for maintaining acceptable voltage profiles.
2. Even without reactive loads on the system, power transactions result in the critical needs of reactive support.
3. A generator controls voltages by adjusting its voltage set-point. However, the actual system voltage profile and the corresponding reactive power needed to support the voltage profile also depends on other factors such as the generation or load pattern and the line parameters.

**Example 6.2:**

**Case 2.a:**
There are no transaction on the system and the different values of the voltage set-points of the generators at buses 1 and 2 ($V_{1}^{s} = 1.0 \text{ p.u.}$ and $V_{2}^{s} = 1.03 \text{ p.u.}$) give rise to currents flowing on the lines that result in reactive power losses. There is no real power flowing on the lines. Since, in general, reactive power flows from the location with a high voltage to the location with a lower voltage, the generator at bus 2 produces reactive power and the generator at bus 1 absorbs reactive power. We denote by $q_{1}^{g}$ and $q_{2}^{g}$ the reactive power output of generators at buses 1 and 2, respectively. Thus, even when no transaction is present on the network, the reactive nature of the transmission network results in the need for reactive support to establish the specified voltage profile.

**Case 2.b:**
Next, we consider Case 2 where a 400 MW transaction between the generator at bus 2 and the load at bus 4 is undertaken. We assume that the voltage $V_{3}$ and $V_{4}$ at buses 3 and 4 must be kept between 0.95 p.u. and 1.05 p.u. Due to the transaction, $V_{4}$ drops to 0.94 p.u., which is an unacceptably low and violates the voltage constraint. Meanwhile, $q_{1}^{g}$ and $q_{2}^{g}$ increase. Reactive support must be provided at bus 4 to raise $V_{4}$. From an economic viewpoint, it may be natural and expected that reactive power should be provided at buses 2 and 4 to support the transaction since they are directly involved in the transaction. It is not obvious that the generator at bus 1, which is not part of the transaction, is also required to provide reactive support. This is because though the transaction is from bus 2 to bus 4, only a part of the transacted 400 MW flows on the line connecting buses 2 and 4. The loop flow created by the transaction requires the generator at bus 1 to provide reactive support.
**Case 2.c:**
The reactive support provided by the generator at bus 1 is critical for the transaction. Even after sufficient reactive support is provided at bus 4 to keep $V_4$ at 1.0 p.u., if no reactive support is available at bus 1, then $V_3$ would reach its limit of 0.95 p.u. when the transaction is increased to 960 MW. In other words, without reactive support at bus 1 and under the current values of $sV_1$ and $sV_2$, the voltage constraint at bus 3, which is not contractually involved in the transaction either, allows at most 960 MW to be transferred from bus 2 to bus 4. Meanwhile, this indicates that since the reactive power flows from the location with a higher voltage to the location with a lower voltage, the generator at bus 1 may lower $sV_1$ to avoid its share of reactive support and “lean” on the unit at bus 2 for the required reactive support. $q_2^\xi$ increases almost 5 times with respect to **Case 2.b** in this case because the generator at bus 2 becomes the only reactive power source for the whole system, and its location is more electrically distant from the load at bus 3 than the generator at bus 1. This results in higher reactive power losses. We will discuss the local nature of reactive support in the next example.

**Case 2.d:**
Now we assume that another 150 MW transaction from the generator at bus 1 to the load at bus 3 comes on line. Now, not only is $V_3$ decreased, but $V_4$ is also dragged down to an unacceptable level. The generator at bus 1 has to raise $V_1^\xi$ to hold $V_3$ and $V_4$ within the specified limits.

The comparison of **Cases 2.a** and 2.d indicate that $q_1^\xi$ and $q_2^\xi$ increase. While the increased reactive power outputs may be considered the reactive power service provided to support the two transactions, it is very difficult (and to some extent arbitrary) to determine how many MVAR each generator provides for which transaction.

The characteristics illustrated by this example are summarized as follows.
(1) Reactive support must be provided on a system-wide basis in a coordinated manner. A generator, which is not involved contractually in a transaction, is required by the system to provide the reactive power service to support the transaction.
(2) A generator may avoid its share of the reactive support and lean on other generators by lower its voltage set-point and withholding its reactive power output.
(3) Even in absence of transactions on the system, the reactive nature of the transmission system gives rise to the need of reactive support to establish the specified voltage profile. For a network with multiple transactions, it is difficult and arbitrary to allocate the reactive power service provided by a generator to individual transactions.

**Table 6.1** The simulation results on the four-bus system

<table>
<thead>
<tr>
<th>Cases</th>
<th>( V_1' ) (p.u.)</th>
<th>Transaction amount (MW)</th>
<th>The line impedance (p.u.)</th>
<th>The power factor of the load at bus 2</th>
<th>( V_3 ) (p.u.)</th>
<th>( q_i ) (MVAR)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1.a</td>
<td>1.0</td>
<td></td>
<td></td>
<td></td>
<td>1.001</td>
<td>-1</td>
</tr>
<tr>
<td>1.b</td>
<td>1.0</td>
<td>100</td>
<td>0.02</td>
<td></td>
<td>0.98</td>
<td>20</td>
</tr>
<tr>
<td></td>
<td>0.97</td>
<td>140</td>
<td>0.02</td>
<td></td>
<td>0.92</td>
<td>46</td>
</tr>
<tr>
<td>1.c</td>
<td>1.0</td>
<td>140</td>
<td>0.02</td>
<td></td>
<td>0.95</td>
<td>43</td>
</tr>
<tr>
<td></td>
<td>1.0</td>
<td>100</td>
<td>0.04</td>
<td></td>
<td>0.90</td>
<td>49</td>
</tr>
<tr>
<td>1.d</td>
<td>1.0</td>
<td>100</td>
<td>0.02</td>
<td>0.9</td>
<td>0.86</td>
<td>83</td>
</tr>
</tbody>
</table>

Due to the losses of reactive power on the transmission network, it is not desirable (or sometimes infeasible) to provide reactive power support from a remote source. We use a seven-bus system in Figure 6.10 to illustrate the local nature of the reactive power support.

**Example 6.3 (Local nature of reactive support):**
In this example, we assume that all bus voltages must be kept within [0.95, 1.07]. As the power
flow in Figure 6.10 indicates, the voltage $V_3$ at bus 3 is 0.90 p.u. that violates the voltage constraint. Reactive support needs to be provided to raise $V_3$ to 0.95 p.u. We may inject reactive power directly at bus 3, or use reactive support provided by one of the generators at buses 1, 6 and 7, which are increasingly distant from bus 3 electrically. Bus 5 is the swing bus.

Table 6.2. Reactive support at various locations needed to raise the voltage at bus 3 from 0.9 p.u. to 0.95 p.u.

<table>
<thead>
<tr>
<th>Location</th>
<th>Amount of reactive support injected $q_{inj}$ (MVAR)</th>
<th>Amount of injected reactive support that reaches bus 3 $q_{rec}$ (MVAR)</th>
<th>$q_{inj} - q_{rec}$ $%$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bus 3</td>
<td>39</td>
<td>39</td>
<td>0</td>
</tr>
<tr>
<td>Bus 1</td>
<td>71</td>
<td>12</td>
<td>83</td>
</tr>
<tr>
<td>Bus 6</td>
<td>126</td>
<td>5</td>
<td>96</td>
</tr>
<tr>
<td>Bus 7</td>
<td>370</td>
<td>5</td>
<td>99</td>
</tr>
</tbody>
</table>

The comparison results in Table 6.2 show that as reactive support is provided from a more distant (electrically) node, the reactive power losses increase so much as to soak up virtually all the reactive support. In fact, supplying reactive support at some location (e.g. bus 7) for improving the voltage at bus 3 is infeasible. The generator at bus 7 has to increase its voltage setting value to 1.19 p.u., which is unacceptably high, and inject 370 MVAR to increase $V_3$ to 0.95 p.u. The MVA line flow from bus 7 to bus 5 is increased from 82 MVA to 359 MVA, which may violate the MVA limit of the line. The results indicate that reactive support should be provided at the place where it is most needed. In our case, it is bus 3. The direct consequence of the characteristics is that if generators at these locations compete with each other to provide the reactive support to bus 3, the generator at bus 3 would be in an advantageous position. In fact, if there is only one generator at bus 3, it could be the monopolist for providing the service since it may be the only feasible choice in specific situations. Hence, this example is illustrative of the general principle: Due to the high losses on the system, the local provision of reactive support is the best solution to improve voltages.

Reactive support capability of the generator

As discussed in Section 4.1, there is a physical constraint in providing reactive support service. The operation of a generator is subject to a generator PQ capability constraint. A typical capability constraint curve was given in Figure 4.5, and is repeated in Figure 6.11.
As noted in Section 4.1, different physical constraints determine the shape of the capability constraint curve. The real and reactive power production of the generator is constrained by the field current limit (segment a-b), the armature current limit (segment b-c) and the under-excitation limit (segment c-d). If the generator’s present real power output is $p^*$, then its reactive power output must be within $q_{\min}(p^*)$ and $q_{\max}(p^*)$. Thus, the generator’s reactive support capability varies with its real power production level. To understand the effect of the generation capability constraint on the system operation, we will revisit Case 1.b in Example 6.1 in Figure 6.7.

**Example 6.4 (Case 1.b revisited):**

Assume that the transaction between buses 1 and 2 is 200 MW. Figure 6.7 indicates that the voltage set-point $V_1^*$ needs to be 1.05 p.u. to maintain the voltage $V_2$ at bus 2 at 0.96 p.u. Consequently, as indicated by point a in Figure 6.12, the generator needs to produce 86 MVAR to support this voltage profile. However, the amount of the reactive support required from the generator is larger than its reactive power production capability as determined by its present real power generation level. At 200 MW, the generator can only operate at b, at which the generator reaches its maximum reactive power production limit $q_{\max}$ of 40 MVAR. $V_1^*$ cannot be held at its specified value, and the bus voltages will be outside the allowable ranges.

As a result of the generation capability constraint, the transaction has to be curtailed. On the one hand, as the transaction amount decreases, the reactive support requirement upon the generator decreases; on the other hand, the reactive power output capability of the generator increase as its real power production decreases. At the intersection point c, the unit is just able to provide the
required reactive support 63 MVAR to hold $V_1'$ at 1.05 p.u. The transaction must be reduced to 175 MW so that $V_2$ will be at the satisfactory level of 0.98 p.u.

Thus, this example shows that:

(1) The generation capability constraint imposes an additional physical limit in providing reactive support.

(2) Since a generator’s reactive support capability varies with its real power output, its real power output may have to be decreased to meet the need of reactive support as determined by the system operating condition.

![Figure 6.13 The economic dispatch without voltage consideration](image)

**Cost Structure for Reactive Support**

There are two types of explicit costs associated with the provision of reactive support: reactive power capacity and operation costs. A considerable amount of work has been done investigating how to allocate the capacity and operating costs of a generator to its reactive support provision. A fundamental difference between real power and reactive power is that the operation cost of reactive power is negligibly small compared to its real power counterpart. In effect, if the generation capability constraint is not active for a given operating condition, reactive power provided by a generator may be considered as a by-product of the real power production process with negligible additional costs to the generator. However, once the generation capability constraint becomes active, the reactive support to meet voltage requirements may force the reduction of real power output. This deviation from a preferred operating point may result in an implicit cost to the generator since the generator may have to compromise its own objective to meet the system requirement. This cost should be included as an additional component in the cost structure of reactive support service. We use the system shown in Figure 6.13 to illustrate...
the effect of the reactive support requirement on the real power operation of generators and consequently this implicit cost incurred by generators in providing the reactive support.

Example 6.5:

Case 5.a:
At first, we assume that the two generators at buses 1 and 2 are owned and controlled by a single entity whose objective is to dispatch its generation units to serve the 700 MW load at bus 3 in the least-cost manner. We assume that the generator at bus 1 has a constant marginal production cost of $20/MWh up to its full capacity of 500MW. The unit at bus 2 is more expensive and has a constant marginal production cost of $30/MWh. We also assume that the generator at bus 1 is subject to a generation capability constraint as shown in Figure 6.11, while the generator at bus 2 has sufficient capacity for both real and reactive production so that its generation capability limit never becomes active.

From an economic viewpoint, the operator should dispatch the low marginal cost unit at bus 1 to its full capacity and use the expensive unit at bus 2 to serve the remaining 200 MW of the load. The total production costs would be $16,000 (500x$20+200x$30). As illustrated in Figure 6.13, however, this dispatch will result in the voltage constraint violations at buses 1 and 3 because once the generator at bus 1 is at its full MW capacity, it is unable to provide any MVAR reactive support. The unit at bus 1 needs to provide 81 MVAR to keep its voltage set-point at 1.0 p.u.

The voltage set-point of the unit at bus 2 was already set to its highest value. This means that to improve the voltage profile at the present operating point, the generator at bus 1 must provide reactive support. However, to be able to provide the required reactive support, the real power output of the unit has to be reduced. Then, the dispatcher has to shift real power production from the cheap unit at bus 1 to the expensive unit at bus 2 so that the unit at bus 1 can increase its reactive power capacity to meet the reactive power requirement for improving the voltage profile.

Figure 6.14. The new operating point with a satisfactory voltage profile

Example 6.5:
The output from the unit at bus 1 must follow the generation capability constraint curve in Figure 6.11 to minimize the reduction in its real power generation. The power flow results in Figure 6.13 indicate that the dispatcher has to shift 100 MW production from unit at bus 1 to unit at bus 2 so that the unit at bus 1 can produce 62 MVAR to hold its voltage at 1.0 p.u. A satisfactory voltage at bus 3 is obtained as well. Consequently, the total production costs are increased to $17,000. The $1,000 additional cost may be considered the cost to the dispatcher in providing the reactive support to meet the voltage requirement.

Case 5.b
In this case, we assume that the three-bus system is operated in a competitive generation market with centralized bid-based dispatch (such as the Poolco market model). Each of the competitive generators at buses 1 and 2 submits to the system operator its bid consisting of the price function of MW output and available capacity. Basing on received bids, the system operator determines both the least-cost dispatch to meet the demand and the corresponding system marginal price, without taking the transmission constraint into consideration. In this market, any generation is paid at the system marginal price.

Now we assume that each generator bids at its marginal cost. The optimal dispatch schedule is shown in Figure 6.15 and the system marginal price is $30/MWh. As indicated in Figures 6.13 and 6.14, however, the actual generation outputs have to deviate from this dispatch to meet the voltage requirement. The unit at bus 1 is “constrained off” by 100 MW to provide reactive support, and the unit at bus 2 is “constrained on” by 100 MW to replace the reduction at bus 1.

Based on bids submitted by the generators and the resulting system marginal price, the dispatcher determines that the profit of the generator at bus 1 is decreased by $1,000. We call these lost profits the opportunity costs incurred by the generator in providing the reactive support service. It is the market value of the lost opportunity the generator has to forgo to provide the system-required reactive support.

To provide sufficient incentives to the generator at bus 1 to provide the needed reactive support, the dispatcher must compensate the generator for the opportunity costs. Hence, while the generator is paid at the market clearing price of $30/MWh for the 400 MW it actually produces, it should be compensated for the lost profit of $1000 for the 100 MW that it is scheduled but unable to produce. Then, the generator at bus 1 completely recovers its opportunity costs. In other words, the generator would be indifferent to either producing 500 MW and zero MVAR or producing 400 MW and 62 MVAR, since the total profits in both cases are identical, $5,000. Since the computation of the opportunity costs is totally based on submitted bids and the dispatcher has no access to the generator’s true cost information, the generator may bid strategically to maximize its profit.

In addition, a dispatcher in a large system may have multiple choices for redispatching generation to relieve a voltage violation. As a result, the opportunity costs of reactive support incurred by any one generator will depend on the way the system is redispatched. Also opportunity costs incurred by a generator are different from capacity or operation costs in that opportunity costs are not only dependent on the generator’s physical characteristics, but also on the electricity market...
structure and condition. Moreover, *a priori* quantification of the opportunity cost is difficult and uncertain. Since the assertion of a potential opportunity is difficult to verify, the actual opportunity cost should be determined after-the-fact. In general, whenever a generator loses valuable opportunities in the real power market to provide reactive power support, the market value of this lost opportunity may be a key component in the cost structure.

**Pricing the Service**

As discussed in the previous sections, the unique physical and cost characteristics of reactive support make acquiring and pricing the reactive support ancillary service from independent generators a complicated issue. There are a number of key considerations in acquiring and pricing reactive power support service.

1. Due to its critical importance to the system operation, reactive support service must be available at any time and at any place where it is needed.
2. The system operator's objective of pricing reactive support service is to give incentives to the generators capable of providing this service to ensure that sufficient and effective reactive support is always available. Hence, the pricing signals for reactive support service should be designed so that any costs incurred by generators in providing the service (including opportunity costs) are compensated.
3. If a market for reactive support service exists, the local nature of reactive support requirements will make this market geographically small. As a result, individual generators may easily manipulate the reactive power prices. Therefore, while other ancillary services (such as reserves and AGC) may be procured from a short-term competitive market, acquiring reactive support service should be based on long-term contracts between the system operator and generators. This market organization allows the system operator to develop alternative reactive support resources to mitigate the gaming behaviors of strategically-located generators.

![Figure 6.15 The opportunity costs of reactive support](image_url)
MARKET POWER IN PROVIDING REACTIVE SUPPORT SERVICES

7.1 Background

One of the key aspects of reactive power support as an ancillary service is that reactive power needs are mainly met locally. As a result, the number of providers of reactive power that are capable of supplying the power at any given location is generally small. When only a small number of competing providers are able to provide any one service, this is said to be a situation of “market power” as indicated by high market concentration in this case. For reactive power, the market concentration will necessarily vary by location. There are a number of questions that should be considered in measuring market concentration.

• How many distinct suppliers of reactive power are capable of supplying the necessary reactive power for a given location?

• What is the relative effectiveness of each?

• What is the amount that they are capable of providing?

In brief, if many suppliers can provide reactive power at a given site in sufficient amount, there is no market concentration. If only one or two suppliers can provide EFFECTIVE (not just nominal) amounts of reactive power at a given location, there is market concentration. A measure of market concentration is DIFFERENT from a measure of mere amount. You can have situations where there are ample reactive resources but a lot of concentration. You can have situations where the converse is true: many suppliers, but not enough resources nevertheless.

7.2 Measuring Reactive Market Power

Market power refers to the concentration of resources in the hands of a single producer or an insufficient number of producers. One of the most common means for measuring market power is the Herfindahl-Hirschman Index \((H)\) [59]. This index is defined as follows:

\[
H = \sum_{i=1}^{N} s_i^2
\]  

(7-1)
where the summation is over all \( N \) participants in the market and \( s_i \) refers to the market share of each participant. The share can be expressed in per unit or in percentages (in which case the maximum value of \( H \) is 10,000). The latter is more common, and is used here\(^1\).

Other measures of market concentration are possible. Two other common measures of concentration are the four-firm and eight-firm concentration ratios (defined as the fraction of the total market held by the four or eight largest firms). Yet another index is the entropy coefficient \( E \), defined as:

\[
E = \sum_{i=1}^{N} \log_2 \left( \frac{1}{s_i} \right) \quad (7-2)
\]

Each market concentration index has advantages and disadvantages. It is impossible to establish a clear value below or above which market power exists for any index\(^2\). Many other aspects of a market not directly captured by these indices (most notably, ease of entry into a market) play heavily into the significance of specific quantitative values of an index. The greatest usefulness of these indices may be their value as relative market power indicators: the larger the value of \( H \) the greater the market concentration (and therefore the potential for greater market power).

The true measure of market power is the ratio between actual prices and the prices that would arise from true marginal cost pricing. This section considers only market power as measured by \( H \). Other efforts that study the effect of market power on electricity markets are given in [61-63]. A simulation analysis of the effect of network constraints on non-perfect markets can be found in [64].

Because reactive power is of such localized nature, market power considerations can play an even greater role on reactive power than on active power. This section addresses the specific issue of how to use market power ideas to measure market power in the provision of reactive power support service, and proposes a simple measure to quantify market power concerns associated with reactive power.

Reactive power can be provided by any of a number of means such as:

- Shunt capacitors and switched shunt capacitors,
- Synchronous condensers,

\(^1\) \( H \) has the interpretation that \( n = \frac{1}{H} \) (\( H \) in per unit) is the equivalent number of equal-sized competing firms that are participating in a given market. Thus, a value of \( H \) equal to 2,500 indicates that there are four equal-sized firms in active competition.

\(^2\) However, the US Department of Justice issues and revises guidelines for mergers [60]. These guidelines rely on the use of the \( H \) to determine appropriate conditions that indicate market concentration. According to these guidelines, "the Agency divides the spectrum of market concentration as measured by the H into three regions that can be broadly characterized as unconcentrated (\( H \) below 1,000), moderately concentrated (\( H \) between 1,000 and 1,800), and highly concentrated (\( H \) above 1,800)."
• Synchronous generators, and
• Static VAR compensators.

Because reactive power does not travel very far, it is usually necessary to produce reactive power close to where it is needed. Thus, the opportunity for market power arises as a result of the limited number of potential suppliers.

An additional concern is that the ability to provide reactive power is not an all-or-nothing proposition, but it is rather a matter of degree. A supplier close to a location where the need occurs is in a much better position to provide reactive power than one that is located far from this location. Further complicating the issue is the observation that reactive power supplies are in many cases closely tied to the ability to deliver active power. In this section we do not consider the value of reactive power in terms of active power effects it has. Rather, we concentrate exclusively on the issue of determining how many suppliers are able to regulate the voltage at any location, and to use market power-like indices to measure the degree to which this is possible.

There are a number of desirable features in an index of market concentration for reactive power services.

• It should be simple to compute.
• It should incorporate the locational nature of reactive power. A single index for the whole system is unlikely to be useful.
• It should adapt to changing conditions.

Based on these general objectives, the following approach is proposed for measuring market concentration.

1. Solve a base case power flow.
2. Evaluate the Jacobian at the operating point.
3. For every location of interest in the system, determine the sensitivity of the voltage at that location with respect to the reactive power injection at every generator in the system.
4. The size of available control for a given generator at a particular location is the product of the available generator reactive capability \((Q^\text{max} - Q^\text{min})\) times the ability of that generator to supply the necessary reactive control at that location, from above.
5. The market power indices are then computed for any location based on this measure.

This index measures the degree of market concentration at any location based on the actual ability of separately owned suppliers to control the voltage at that location for specific system conditions. It does not take into consideration issues having to do with limits already reached and other such issues. Also, a small degree of market power does not necessarily mean that the reactive power resources are adequate, just that there are an adequate number of suppliers able to provide it.
Numerical Example

We now proceed to test this idea in an actual system and see what kind of predictions are obtained. As a test case we use the IEEE 118 bus test system. Table 7.1 illustrates some features of this system.

<table>
<thead>
<tr>
<th>Table 7.1 Characteristics of the test system</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of buses</td>
</tr>
<tr>
<td>Number of lines</td>
</tr>
<tr>
<td>Total active load (MW)</td>
</tr>
<tr>
<td>Total reactive load (MVAR)</td>
</tr>
</tbody>
</table>

For purposes of this example, it is assumed that only generators are able to supply reactive power. This is a gross underestimate of the resources available for reactive power control, but it makes the illustration of the nature of the proposed index easier.

Also, it is assumed that a subset of 15 are selected as possible participants. All generators in the market have the same nominal ability to supply reactive power. The reactive power range for any one unit ranges from -50 MVAR up to +150 MVAR, for a dynamic range of 200 MVAR. This range is used for all the calculations.

A total of six distinct arbitrary locations are selected for analysis. Table 7.2 illustrates the sensitivities as computed from the Jacobian for each generator at each location. Computation of the H for each location follows the usual formula, except that the size of the participants (200 MVAR assumed for all) is first scaled by their ability to contribute to the control, as obtained from this table. The end results of the H computation are given in the last line of Table 7.2.

Although there are many competing generators in this system, this table shows that the H can be high for some locations, suggesting excessive reactive power market concentration. Since reactive resources are relatively easy to add to a system, these results suggest locations where additional resources could be added to reduce market concentration. Other considerations in adding reactive power sources were presented in Section 2.

A simple index to measure the degree of reactive power market concentration at any one location has been presented and tested. Using a test case, the index and sensitivities to it convey insightful information about the ability of independent suppliers to compete in the supply of reactive power and voltage control to any one location. Additional work needs to be done before this index can be adopted for general use. However, as a minimum this index has been useful to indicate locations within the grid where market concentration of reactive power resources is of relatively more significant concern, and where the addition of independently-owned reactive resources may prove most valuable in reducing market concentration.
Table 7.2  Distance sensitivity factors (%) and H for 6 locations

<table>
<thead>
<tr>
<th>Generator</th>
<th>A</th>
<th>B</th>
<th>C</th>
<th>D</th>
<th>E</th>
<th>F</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>19.1</td>
<td>11.1</td>
<td>0.0</td>
<td>0.0</td>
<td>70.7</td>
<td>0.0</td>
</tr>
<tr>
<td>2</td>
<td>3.2</td>
<td>3.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.1</td>
</tr>
<tr>
<td>3</td>
<td>1.8</td>
<td>1.6</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>4</td>
<td>8.7</td>
<td>13.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.4</td>
</tr>
<tr>
<td>5</td>
<td>4.1</td>
<td>2.2</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>6</td>
<td>0.0</td>
<td>0.0</td>
<td>19.3</td>
<td>0.0</td>
<td>29.3</td>
<td>71.2</td>
</tr>
<tr>
<td>7</td>
<td>8.0</td>
<td>14.5</td>
<td>0.1</td>
<td>0.0</td>
<td>0.0</td>
<td>8.0</td>
</tr>
<tr>
<td>8</td>
<td>4.2</td>
<td>8.6</td>
<td>7.5</td>
<td>0.0</td>
<td>0.0</td>
<td>10.1</td>
</tr>
<tr>
<td>9</td>
<td>9.7</td>
<td>7.5</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>10</td>
<td>7.3</td>
<td>5.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>11</td>
<td>0.0</td>
<td>0.0</td>
<td>68.4</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>12</td>
<td>16.7</td>
<td>16.9</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>2.5</td>
</tr>
<tr>
<td>13</td>
<td>6.1</td>
<td>4.2</td>
<td>0.0</td>
<td>50.6</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>14</td>
<td>1.0</td>
<td>4.0</td>
<td>4.8</td>
<td>49.3</td>
<td>0.0</td>
<td>5.7</td>
</tr>
<tr>
<td>15</td>
<td>10.1</td>
<td>6.3</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>H</td>
<td>1119.6</td>
<td>1056.3</td>
<td>5122.6</td>
<td>4999.6</td>
<td>5857.7</td>
<td>5285.7</td>
</tr>
</tbody>
</table>
DYNAMIC ASPECTS OF REACTIVE POWER

8.1 General Concepts

Reactive power needs are not static. There are important dynamic aspects to reactive power needs. How quickly reactive power is provided is important as is how rapidly a generating unit providing reactive power is able to respond to a signal calling for reactive power support.

The objective of this section is to contribute to the understanding of how to measure and classify reactive power support services from the viewpoint of “frequency domain” analysis. Specifically, it is assumed that reactive power needs are associated with variations in load and generation. The amount of reactive power required is a function of the variation of the supply or the demand in an appropriate time frame.

As we have already seen, reactive power support is the result of several system requirements.

1. Loads can have a low power factor. A low power factor at a load requires the injection of a corresponding reactive power flow at some location.
2. As a result of their shunt capacitances, cables, and to some extent lines, inject reactive power into the system. Under low load conditions, an imbalance in reactive power can take place.
3. Flows in lines or cables “consume” reactive power.

Of these three, items 1 and 2 are likely to result in relatively slow variations in reactive power balance. However, item 3 can result in sudden changes in reactive power requirements if loads are subject to sudden change.

Deliberate means to adjust the reactive power balance in the network requires the installation of equipment that alters the reactive power balance. This equipment comes in three main categories.

1. Switchable shunt devices, such as capacitors and reactors. These devices can change their reactive power output only in discrete amounts at discrete points in time. They are generally considered to be “slow responding.”
2. Generators can provide reactive power, and they are most often used to adjust the reactive injection at generator locations to maintain voltage levels principally at the generator buses.
3. Electronic devices, such as Static VAR and STATCOM devices, can have their reactive power output adjusted quite rapidly within their capability range.
Changing tap positions in transformers also affects the reactive power balance in the system. Finally, changes in active power injection can alter the reactive power balance, but are generally considered an ineffective means for attaining such adjustments.

8.2 Time Domain vs. Frequency Domain

This section describes a method for characterizing the variability of reactive demand and reactive supply. Time variability of any signal can be characterized both in time and frequency domains. One of the most common characterizations of a signal in the time domain is the “ramping rate,” which is a measure of how rapidly a signal changes as a function of time: the time derivative of the function, or the incremental change in signal value over a predefined period. Another common time domain characterization is the time delay in a device’s response: if a device must “wait” a certain period before changing its status. Yet a third time domain characterization involves the concept of the time constant of the ability to respond to a change (assuming, of course, the primary effect is first order).

An alternative to time domain characterizations of signals is their corresponding frequency domain characterization. Subject to certain limitations imposed by sampling frequencies in the case of discrete-time signals, a frequency domain characterization of any signal can be complete. A complete frequency domain signal perfectly reconstructs the original time domain signal. Frequency domain characterizations have the advantage that it is much easier to “separate” signals into their “fast” and “slow” components. Classification of what portions of a signal are “fast” and what portions are “slow” is much harder to define in the time domain.

The time domain characterizations are perhaps more intuitive characterizations of dynamic reactive power needs. However, it is possible to characterize variability in loads and sources of reactive supply in the frequency domain.

- Because it is relatively straightforward to characterize demand in terms of its time variability characteristics, a time domain characterization of all types of loads seems both natural and appropriate. A load requires a certain amount of reactive power to be delivered to it. A load also creates the need for additional reactive power as a result of the flows it induces in the grid. The variable that we will use to characterize the reactive demand associated with a load will be the value of total system demand needed to maintain a given system voltage profile as the load varies over its cycle. Once a time domain characterization of the reactive demand has been attained for a load, this characterization can be transformed into the frequency domain by means of a simple Fourier transformation.
- Sources of reactive supply can be characterized directly in the frequency domain if their frequency response characteristics are known. Also, rather than an exact characterization, it is sufficient to obtain a classification of reactive supply sources. For example, assume that a shunt capacitor bank of a given size can be switched on and off with a cycling period of no less than every 5 minutes. This gives us the ability to model its frequency response characteristics as a $1/(5\times60)$ Hz response. For reactive power supplied by generators, the time constants associated with the response of the voltage regulator determine the frequency spectrum classification. Since these time constants are likely to be in the order of a few
seconds, in the frequency domain, a generator is able to supply reactive power at about 0.1 Hz. Finally, electronic sources of reactive power (such as static VAR compensators and STATCOMs) have time constants down to a cycle or less. Thus, they are able to supply reactive power in the “greater than 1 Hz” range.

Similarly, reactive power dynamic needs can also be classified in the frequency domain. We propose a three-way classification.

• Reactive power needs in the cycle time frame, associated with variations with periods of one cycle to one second (frequencies down to 0.1 Hz). These needs can only be met by electronic means.
• Reactive power needs in the multi-second time frame, associated with variations in reactive power with time constants in few seconds to the few minutes (frequency domain needs in the range of 0.1 Hz down to 0.001 Hz). These needs can be met either by electronic means or by means of synchronous machines.
• Reactive power needs slower than a few minutes (below 0.001 Hz). These needs can be met by ordinary switched capacitor banks.

Another issue of significance is the notion of “threshold.” Reactive power is needed to maintain voltages between certain ranges. In reality, there is latitude about the precise voltage levels that one needs to maintain. Below a certain threshold, there is simply no need to provide the service. This is particularly true of fast needs. When the need for fast reactive response is below the threshold, there is no need to address the issue. The threshold for reactive needs in fast time frames is often set in relation to levels of perception. Levels of perception vary within the frequency domain. A 0.01 p.u. voltage variation in the 0.5 second time frame can give rise to extremely annoying visual effects in lighting applications, while the same voltage variation in a slow time frame is all but unnoticeable.

8.3 An Example

For purposes of this section, we consider a simple specific example. The example involves a five-bus system where one load may be of the following three types:

1. A slowly varying PQ load that cycles smoothly as the load rises and falls with a daily pattern.
2. A slowly varying PQ load that cycles daily but where there is a significant random component to the load variation.
3. A purely resistive load that varies abruptly and at random intervals between two values: zero and an value of 50 MW (emulating the characteristics of, for example, arc furnaces). The mean on period for this load is 60 seconds whereas the mean off period is 120 seconds.

For each type of load, we determine the total system reactive power needs necessary to maintain the voltages at the “given” value. The given value is the value of the voltages at any operating condition. Since the needs are primarily dictated by departures from this condition, the exact
base case conditions are not that relevant. Once the total system needs are determined for the reactive power, a spectral analysis of these needs is performed and conclusions are drawn.

At this point we move into the specifics of the example. The system of interest is illustrated in Figure 8.1. The load of interest is located at bus 3.

![Figure 8.1](image)

**Figure 8.1** The system of interest with the variable load located at bus 3

The three types of loads that are applied to bus 3 are illustrated in Figures 8.2, 8.3 and 8.4 respectively. Figure 8.5 illustrates the variation in individual bus reactive power needs as the demand at bus 3 varies from its nominal level of 300 MW to a value of 500 MW, with all other locations held at a constant level.
**Figure 8.2** Type 1 load, slow daily variation. Horizontal axis is in minutes.

**Figure 8.3** Type 2 load, slow daily variation with rapid random values superimposed.
Figure 8.4 Type 3 load, constant load with random sudden on/off (jump process) load applied.

Figure 8.5 Variation in individual reactive power demand needs as a function of the demand level at location 3. Total reactive demand is the sum of individual demands.

It is the sum of these individual needs that is used to determine the total reactive power needs of the system. The reactive power needs are obtained by translating the individual load variations into total reactive power requirements to maintain the desired load profile. This determines a
time-domain variation for the reactive power needs for each load type. This time variation is then decomposed into the frequency domain by performing a Fourier transformation of the reactive power requirements. The frequency spectrum is then classified by putting the spectral content of the reactive requirements into the three groups. The spectral decomposition of the reactive power needs for each of the three load types is illustrated in Figure 8.6. In this example, the thresholds dividing the three frequency domains have been set somewhat arbitrarily. With this caveat, however, it can be seen that the reactive demands due to slow load variations can be entirely met with slow-switching devices. The needs arising from type 2 requirements can be met mostly using slow devices, but synchronous machines also become necessary. Finally, the needs for the “arc-furnace” type load must be met almost entirely using fast-acting reactive power sources. This analysis permits the formal quantification of these needs.

**Figure 8.6** Bars represent relative needs for reactive power dynamic requirements. Leftmost group corresponds to “slow mode” needs (switched capacitors are sufficient). Middle group represents mid-term needs (synchronous machines are ok). Rightmost group corresponds to fast needs. Within each group, the bars correspond to types 1, 2 and 3 loads respectively. A possible “threshold level” is also illustrated.
Frequency domain analysis provides a rational and reasonable way of measuring the dynamic aspects of reactive power requirements in a system, and for allocating these needs among the various parties requiring them. When combined with methods for allocation of reactive power needs described in sections 4, 5 and 6, it allows us to allocate reactive power by customer. More significant, however, is that this analytical method permits the classification of need according to the type of equipment necessary to meet the need.
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH

9.1 Conclusions

The pricing and costing of reactive power and voltage control services has many aspects. This research has focused on issues associated with reactive power placement, nodal pricing, third-party support, reactive loss allocation, value and cost, reactive market power, and dynamic response considerations. New results have been obtained for each of these issues and provide new techniques for pricing and costing reactive power and voltage control services.

The results on reactive power placement provide a method to rank alternative reactive power placement options. The method is based on Cost Benefit Analysis and Optimal Power Flow. The results indicate that alternative sites for reactive power placement can be evaluated in a systematic manner to assist in decision for investing in reactive power resources.

Optimal Power Flow methods were developed to reveal the value of reactive power sources through their ability to enable (or prevent) real power transactions. As such, the value of reactive power sources is provided in terms of their affects on real-power locational pricing. An example of the impact of capacitor bank sizing shows the possible impact of reactive power support for real-power transfers.

The investigation of third-party reactive power support issues indicates that there is a basis for determining reactive power requirements needed from multiple parties to support bi-lateral transactions. This is shown to be especially important in cases where margin to voltage collapse must be preserved for security purposes.

In considering the voltage support issues, the allocation of reactive power losses is an equivalent problem which can be formulated in a manner similar to real-power loss allocation. The research compared a simple pro-rata approach, an incremental average approach, the Aumann-Shapley approach, and a unique flow-based approach. While each of these approaches provided slightly different reactive power allocations, the basic results were actually quite similar. Since there is no method that can be declared the “exact” allocation, the question of which allocation methodology to use is not critical.

In relating the value and cost of reactive power, the major issue was lost opportunity for real-power generation and associated transactions. The local nature of reactive power support requirements indicated that there may not be a strong basis for allocating reactive power support with generators involved in real-power transactions. That is, examples show that voltage support
is easier from some locations than others. The voltage control and reactive power dispatching must therefore be done on a system-wide basis rather than directly tied to individual transactions. Thus the cost of providing reactive power support may be significantly different from the value that the supply brings to the system.

One of the most interesting issues of this research dealt with the question of reactive power market power. With the local nature of reactive power support, key locations can be identified for voltage control functions. These locations were identified in this work through the use of the Herfindahl-Hirschman Index (HHI). The results provide information on which locations are most ability to provide voltage control. These locations then could be considered to have market power for this service.

The issue of dynamic response was examined from a frequency response approach. With the varying ability of reactive power sources to respond to fast or slow load requirements, the frequency response analysis provides a quantitative spectrum of requirements for different types of loads. These results can be used to provide the appropriate mix of reactive power resources to most effectively meet load demands.

This research has considered standard reactive power pricing techniques based on percentage of capital equipment expenditure and new techniques based on optimal power flow and other allocation methods. The results indicate that while costing of reactive power tends to be rather predictable in terms of resource investment, the pricing can be justified over wide ranges that reflect the value that the service provides to enable real-power transactions.

### 9.2 Suggestions For Future Research

Throughout this work, many new concepts were proposed based on issues that were identified through small example simulations. Even for these small examples, concrete costing and pricing strategies remain subject to interpretation and debate. The ideas have not yet been tested for their compatibility with regulatory laws and operator practices. As such, there is additional research needed in many of the above areas to refine the options proposed and to develop detailed algorithms that can be used in the marketplace with the approval of FERC and NERC. The software codes that were utilized to produce the results given in the report need to be implemented in commercial products before being applied in actual systems.
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