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Abstract—Power system normal form analysis has developed coefficients and indices in modal coordinates to quantify nonlinear modal interactions. We study the changes in the coefficients and indices when the power system equations are expressed in different coordinates or units and show that they can be normalized to be invariant to coordinate changes and thus intrinsic to the power system. The results are illustrated on a 4-generator system. An example shows that the coefficients and indices not only detect nonlinear interactions but also can become very large near a strong resonance in the system linearization.
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I. INTRODUCTION

P

ower systems are increasingly operated closer to their limits. Advances in communications, control, computing, signal processing, and power electronics are enabling a more highly controlled power system. Stressed and more highly controlled power systems generally exhibit more nonlinear effects and dynamic modal interactions. To achieve a high performance power system that is controlled to reliably operate near its limits, dynamic modal interactions must be better understood so that they can be mitigated.

Normal form theory is a standard mathematical tool to remove leading order nonlinearities from differential equations by successive nonlinear coordinate changes near an equilibrium [1], [2], [6], [13]. Over the last decade, normal form analysis has been applied to investigate and quantify nonlinear interactions between power system modes [8], [11], [12], [9], [14]. Applications include control system design [8], [7], [3] and predicting interarea separation [11], [12].

Before embarking on a more detailed review of the normal form analysis method in Section II, we make some brief overall introductory remarks. The method starts with power system differential equations which are expanded in a Taylor series about a stable equilibrium. The differential equations are then transformed so that the linearization is diagonalized and the equations are written in modal coordinates. The coefficients of the quadratic terms in the modal coordinates are the quantities $C_{jk}^i$, where $i$, $j$, and $k$ are indices ranging from 1 to $n$, the number of state variables. The $C_{jk}^i$ coefficients determine the size of the contributions of mode $j$ and mode $k$ to the differential equation for mode $i$ (see (4) and ([8, Sec. 3.2]). Then the equations are nonlinearily transformed to be linear up to second order. The sizes of second order terms $h2_{jk}^i$ in the nonlinear transformation are used to quantify nonlinear interactions between the modes ([8, Eq. (9)])

$$h2_{jk}^i = \frac{C_{jk}^i}{\lambda_j + \lambda_k - \lambda_i}$$  (1)

where $\lambda_1, \lambda_2, \ldots, \lambda_n$ are the eigenvalues of the power system linearization.

A second order resonance occurs when two eigenvalues sum to equal a third eigenvalue. Formula (1) shows that the $h2_{jk}^i$ become very large near a second-order resonance in which $\lambda_j + \lambda_k - \lambda_i$ vanishes. Nonlinear phase couplings become large near second order resonance.

When computing a scalar index that describe properties of a power system, one assumes power system equations expressed in certain units or coordinates. It is desirable that the index be invariant (i.e., it does not change) if it is calculated when the same power system is expressed in different units or coordinates. A scalar index that varies depending on the coordinates depends on both the power system and the arbitrary coordinate system used to express the power system equations. In contrast, invariance to coordinate change ensures that the index measures a property of the power system alone; that is, an invariant index is intrinsic to the power system. A good example is the frequency and damping of a particular power system mode of oscillation, these depend only on the power system and do not depend on the coordinates chosen.

When computing a vector index that describes properties of a power system, the index is intrinsic to the power system if it transforms in a standard way when the coordinates are changed. A good example of intrinsic vector indices are eigenvectors of the power system linearization. Similar remarks apply to matrix or tensor indices; the only difference is that the standard coordinate change transformations for matrices and tensors are more elaborate.

In this paper, the effects of coordinate changes and units on normal form coefficients and indices are examined. The coefficients do not transform in a standard way and some of the indices are not invariant to coordinate changes. However, we propose normalizations of the coefficients and indices to fix this
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problem. The normalized coefficients and indices are intrinsic to the power system.

II. NORMAL FORM ANALYSIS PROCEDURE

This section reviews the mechanics of the normal form calculation of Lin, Vittal, Kliemann, and Fouad [8] and Starrett and Fouad [11]. We follow much of the notation of [8] for convenience.

The power system dynamics are linearized about a stable equilibrium and expanded in a Taylor series to obtain

$$\dot{x}_i = \sum_{j=1}^{n} A_{ij} x_j + \frac{1}{2} \sum_{j=1}^{n} \sum_{k=1}^{n} H_{jk} x_j x_k + h.o.t. \quad (2)$$

where $X = (x_1, x_2, \ldots, x_n)^t$ is the system state defined relative to the stable equilibrium, $A$ is the Jacobian matrix and the Hessian $H$ defines the coefficients of quadratic terms. When transients are considered, the initial condition is written as $X_0 = (x_{10}, x_{20}, \ldots, x_{n0})^t$.

The Jacobian matrix $A$ is assumed to be diagonalizable. Equation (2) is transformed to modal coordinates $Y = (y_1, y_2, \ldots, y_n)^t$ which diagonalize the matrix $A$. In particular, $U$ is defined to be a matrix whose columns are the right eigenvectors of $A$. An important detail [8] is that the right eigenvectors (columns of $U$) are normalized so that they have length 1. (An assumption about the normalization of $U$ is needed to unambiguously define the $C^i_{jk}$ below.) Then

$$X = U Y \quad (3)$$

is a transformation to modal $Y$ coordinates. Transforming (2) to the modal $Y$ coordinates yields

$$\dot{y}_i = \lambda_i y_i + \sum_{j=1}^{n} \sum_{k=1}^{n} C^i_{jk} y_j y_k + h.o.t. \quad (4)$$

where $\lambda_1, \lambda_2, \ldots, \lambda_n$ are the eigenvalues of $A$.

The $C^i_{jk}$ are the quadratic coefficients in the $Y$ coordinates and are given by

$$C^i_{jk} = \frac{1}{2} \sum_{r=1}^{n} \sum_{l=1}^{n} \sum_{m=1}^{n} (U^{-1})_{ir} H_{lm} U_{lj} U_{mk} \quad (5)$$

The $h2$ coefficients are then defined by (1).

Several measures of the nonlinearity in $Y$ coordinates were proposed in [8] and [12] based on the $h2$ coefficients and the initial condition of a transient. An interaction coefficient is defined as

$$h2^i_{jk} z_j z_k \quad (9)$$

to quantify the effect of second-order terms on the transient solution ([8, Sec. 3.3.2, 3.3.3]). The nonlinear interaction index $I1$ for mode $i$ is defined as

$$I1(i) = \left| y_{i0} - z_{i0} + h2^i_{jk} z_j z_k \right| \quad (10)$$

where the choice of $j = j^*$ and $k = k^*$ maximizes the interaction coefficient size $|h2^i_{jk} z_j z_k|$. [12, Sec. 2.4]. The nonlinearity index $I2$ for mode $i$ is defined as ([12, Tables VII, IX], [7, eq. (11)], [14, eq. (10)])

$$I2(i) = \frac{h2^i_{jk} z_j z_k \bar{z}_{i0}}{z_{i0}} \quad (11)$$

We do not address the generalized participation factor analysis of [11] and [15] in this paper.

III. DEPENDENCE OF COEFFICIENTS AND INDICES ON COORDINATE SYSTEMS AND UNITS

The coefficients $C^i_{jk}, h2^i_{jk}, h2^i_{jk} z_j z_k$ and the index $I1$ depend on the coordinate system used to express the power system differential equations. In particular, the values of these coefficients and indices vary if the state variables are expressed in different units.

A. Simple Example

The essence of the problem can be seen in a simple example. Consider the following scalar differential equation in which the state variable $x$ is measured in megawatts

$$\dot{x} = -x + x^2 \quad (12)$$

If we change the state variable to $\dot{x}$, where $\dot{x}$ is measured in kilowatts, then

$$\dot{x} = 1000x \quad (13)$$

and (12) becomes

$$\dot{x} = -x + 0.001x^2 \quad (14)$$

For (12), it is apparent that $C^1_{11} = 1$. $C^1_{11}$ is intended to quantify the nonlinear interaction of mode 1 (the only mode) of system (12) with itself. But in (14), which represents the same physical system in different units, we have $C^2_{11} = 0.001$. It is clear that the size of the nonlinearity as measured by the $C^i_{11}$ coefficient varies according to the units chosen to express the differential equation.2 Note that both $x$ and $\dot{x}$ are modal coordinates; there is no unique choice of modal coordinates.

---

2One way to resolve the issue in this simple one dimensional case is to recognize that the units of $C^1_{11}$ are MW and the units of $C^2_{11}$ are MW. However, consideration of practical power system models with X' vectors containing quantities with different units and modal Y' vectors containing quantities that are combinations of these units shows that this resolution does not generalize well.
There are also changes in $h_{21}^{1}$ and the interaction coefficient $h_{21}^{1}z_{0}^{2}$ when the units are changed. For (12), $h_{21}^{1} = -1$, whereas for (14), $h_{21}^{1} = -0.001$. For (12), solving (8) and (3) gives $z_{0} = (1/2) - \sqrt{(1/4) - \alpha_{0}}$ and

$$h_{21}^{1}z_{0}^{2} = x_{0} - \frac{1}{2} \sqrt{1 - x_{0}}$$

(15)

whereas for (14), $z_{0} = 500 - \sqrt{2500000 - 1000x_{0}}$ and

$$h_{21}^{1}z_{0}^{2} = \hat{x}_{0} - 500 + \sqrt{2500000 - 1000\hat{x}_{0}}$$

$$= 1000h_{21}^{1}z_{0}$$

(16)

B. The Effect of a Linear Transformation of Coordinates

We transform the power system differential equations from the original $X$ coordinates to $\hat{X}$ coordinates and then compute the coefficients and indices $\hat{C}_{jk}, \hat{h}_{2jk}, \hat{h}_{2jk}^{i}, z_{jk}, \hat{z}_{jk} z_{jk}, \hat{T}_{1}, \hat{T}_{2}$. In this way, we find out how these coefficients and indices depend on the coordinate system.

Suppose that the $X$ and $\hat{X}$ coordinates are related by an invertible linear transformation $T$ according to

$$X = T \hat{X}.$$  

(17)

Then the power system equations in $\hat{X}$ coordinates are

$$\hat{x}_{i} = \sum_{j=1}^{n} \hat{A}_{ij} \hat{x}_{j} + \frac{1}{2} \sum_{j=1}^{n} \sum_{l=1}^{n} \hat{H}_{jl}^{i} \hat{x}_{j} \hat{x}_{k} + h_{ijkl},$$

where

$$\hat{A} = T^{-1} A T$$

$$\hat{H}_{ij}^{i} = \sum_{r=1}^{n} \sum_{s=1}^{n} \sum_{l=1}^{n} (T^{-1})_{ir} H_{lm}^{s} T_{lj} T_{mk}.$$  

(18)

Right eigenvectors in the $\hat{X}$ coordinates are given by the columns of $T^{-1}U$, but in general these columns will not be of length 1. Therefore, in accordance with the normalization used in Section II, we define

$$\hat{U} = T^{-1} U N$$

(20)

where $N$ is a diagonal matrix chosen so that $\hat{U} = T^{-1} U N$ is normalized to have columns of length 1. A formula for the diagonal elements of $N$ is

$$N_{ii} = \left|\left(U^{T}(T^{-1}U)^{-1}U^{T}_{ii}\right)\right|^{-\frac{1}{2}}.$$  

(21)

An arbitrary choice about the phase and sign of elements of $N$ can be made if it is agreed that only the magnitude of coefficients is of interest. Now

$$\hat{C}_{jk} = \frac{1}{2} \sum_{r=1}^{n} \sum_{l=1}^{n} \sum_{m=1}^{n} (U^{-1})_{ir} H_{lm}^{s} \hat{U}_{jr} \hat{U}_{km}.$$  

Substituting from (19) and (20), using (5) and simplifying yields

$$\hat{C}_{jk} = \sum_{r=1}^{n} \sum_{l=1}^{n} \sum_{m=1}^{n} \left(N^{-1}\right)_{ir} C_{lm}^{s} N_{jr} N_{km}$$

(22)

and, since $N$ is diagonal, (22) becomes

$$\hat{C}_{jk} = N_{ii}^{-1} C_{jk} N_{jj} N_{kk}.$$  

(23)

Since the eigenvalues are coordinate independent, formula (1) shows that the $h_{2jk}^{i}$ transform in the same way as the $C_{jk}^{i}$

$$\hat{h}_{2jk}^{i} = N_{ii}^{-1} h_{2jk}^{i} N_{jj} N_{kk}.$$  

(24)

Equations (3), (20), (17) and $\hat{X} = \hat{U} \hat{Y}$ imply that

$$\hat{Y} = N^{-1} Y.$$  

(25)

If $Y$ and $Z$ satisfy (6), then it can be shown using (24) and (25) that $\hat{Y}$ and $N^{-1} Z$ satisfy

$$\hat{y}_{i} = (N^{-1} z)_{i} + \sum_{j=1}^{n} \sum_{k=1}^{n} \hat{h}_{2jk}^{i} (N^{-1} z)_{j} (N^{-1} z)_{k}.$$  

(26)

Therefore

$$\hat{Z} = N^{-1} Z.$$  

(27)

Equations (27) and (24) imply that the interaction coefficient transforms as

$$\hat{h}_{2jk}^{i} z_{0} z_{0} = N_{ii}^{-1} h_{2jk}^{i} z_{0} z_{0}.$$  

(28)

Since $\hat{h}_{2jk}^{i} z_{0} z_{0}$ and $h_{2jk}^{i} z_{0} z_{0}$ differ by a factor $N_{ii}^{-1}$ that only depends on $i$, the $j$ and $k$ that maximize $\hat{h}_{2jk}^{i} z_{0} z_{0}$ are the same as the $j$ and $k$ that maximize $h_{2jk}^{i} z_{0} z_{0}$. $j$ and $k$ are these maximizing values of $j$ and $k$, and therefore $j$ and $k$ do not depend on the coordinate system. Now it follows from (25), (27), and (28) that the indices $I$ and $J$ transform as

$$\hat{I}^{i} = N_{ii}^{-1} I^{i},$$

(29)

$$\hat{J}^{i} = I^{i}.$$  

(30)

That is, index $I$ varies with the coordinate change and index $J$ is invariant to the coordinate change. Note that [5] incorrectly suggests that the index $J$ is not invariant.

We consider special cases of the transformation $T$ in which the formula (21) for $N$ becomes simpler.

1) Diagonal $T$ can be interpreted as a transformation that changes the units in which the system states are measured. If $T$ is diagonal, then

$$N_{ii} = \left(\sum_{j=1}^{n} U_{ij}^{2} U_{ji} T_{jj}^{2}\right)^{-\frac{1}{2}}.$$  

(31)

Formula (31) generally simplifies to $N = T$ only when $T$ is a multiple of the identity matrix or $n = 1$.

2) If $T$ is orthonormal so that $T^{T} T = I$, then $N = I$ and all the coefficients and indices are invariant under $T$. With the exception of permutations of the system states, orthogonal transformations are of limited use for power systems.
C. Discussion

The transformation formulas (23), (24), and (28) show how the coefficients $C_{jk}^i$, $h_{jk}^i$, and $h_{jk}^i z_{j0} z_{k0}$ change when the coordinates assumed for the power system equations are changed by a linear transformation. Since the transformation formulas depend on the matrix $N$ which normalizes the columns of $U$, these coefficients are neither independent of the coordinates assumed for the differential equations, nor do they transform as a tensor with respect to those coordinates. Thus, the coefficients $C_{jk}^i$, $h_{jk}^i$, and $h_{jk}^i z_{j0} z_{k0}$ are not intrinsic to the power system. This can be problematic for quantifying nonlinear interactions with these coefficients. For example, the ranking of these coefficients by size can change when different coordinates are used. Another problem is that when the operating point changes, the scaling of the coefficients changes (because the eigenvectors $U$ change and this changes $N$ via (21)). This arbitrary change in scaling muddles comparisons of coefficients obtained at different operating points of the same power system.

For a general linear transformation of the coordinates assumed for the power system equations, the coefficients $C_{jk}^i$, $h_{jk}^i$, and $h_{jk}^i z_{j0} z_{k0}$ transform in way that depends on a complicated fashion on the linear transformation. A similarly complicated dependence would also arise in the case of a nonlinear coordinate transformation such as changing phasors from polar coordinates to rectangular coordinates.

A diagonal transformation of coordinates $T$ (case 1 in Section III-B) is an important special case because it represents an independent rescaling of each of the state variables, or, equivalently, a change in units. In this special case, the $N$ matrix is given by (31) and the coefficients have the nontrivial transformations (23), (24), and (28). In power system models, there is a mixed set of units because the state variables include different physical quantities and these transformations show how the coefficients change when, for example, angles are measured in degrees instead of radians, or when per unit scaling is introduced or removed for some of the states.

One perspective to help explain the transformations of the coefficients $C_{jk}^i$, $h_{jk}^i$, and $h_{jk}^i z_{j0} z_{k0}$ is as follows: The idea of these coefficients is to transform the system to a standard coordinate system, namely modal coordinates that diagonalize the Jacobian, and to measure the nonlinear interactions in that particular coordinate system. However, there are no unique modal coordinates; any given set of modal coordinates can be independently rescaled to yield another set of modal coordinates. (There appears to be no intrinsic way to select one of these sets of modal coordinates as canonical.) The scaling of the modal coordinates is chosen by the scaling of the eigenvectors (columns of $U$). Different coordinate systems for the original power system equations yield different choices of scalings for the modal coordinates [see (25)] and hence different values of the coefficients.

The $I_2$ index is a constant independent of the coordinate system [see (30)], but the $I_1$ index varies with the coordinate system [see (29)]. Recent work applying normal form analysis [15] mentions the difficulty of quantifying nonlinearity with the $I_1$ and $I_2$ indices in comparing cases at different operating conditions: “However, using these indices, it was difficult to compare the nonlinearity quantitatively because of the scaling of the eigenvectors.” This statement is consistent with our results for the $I_1$ index.

D. Normalized Coefficients and Indices

The lack of invariance of $h_{jk}^i$, $h_{jk}^i z_{j0} z_{k0}$, and $I_1$ described above can be fixed by redefining these coefficients and indices with suitable normalization. A normalized interaction coefficient is

$$h^i_{jk} z_{j0} z_{k0} = \frac{h^i_{jk} z_{j0} z_{k0}}{z_{j0}}.$$  (32)

Normalization (32) is consistent with the way that Thapar et al. [12] advise that the magnitude of $h_{jk}^i z_{j0} z_{k0}$ should be assessed relative to the magnitude of $z_{j0}$.

A normalized index $I_1$ is

$$I_1(i) = \frac{|y_{i0} - z_{i0} + h^i_{jk} z_{j0} z_{k0}|}{|z_{i0}|} = \frac{|y_{i0} - z_{i0} + h^i_{jk} z_{j0} z_{k0}|}{|z_{i0}|}.$$  (33)

The new coefficient (32) and index (33) are constants invariant under linear coordinate change and are intrinsic to the power system. The normalized index $I_1(i)$ in (33) can be interpreted as the index $I_1(i)$ measured in multiples of the size of the initial disturbance in mode $i$.

IV. NUMERICAL RESULTS ON 4-GENERATOR SYSTEM

This section computes unnormalized and normalized coefficients and indices on the 4-generator power system shown in Fig. 1. The system was obtained from [10] and a static var compensator was added at bus 8 to improve the voltage profile. The generators are represented by a two-axis model with simple excitation control. Generator, svc, and line data are described in Appendix A. There are two identical areas, each with two 900 MVA generators. Generators 1, 2, 4 are loaded to 700 MVA and slack generator 3 is loaded to 751 MVA. Area 1 and area 2 are loaded to 967 and 1767 MW, respectively. This base case is a stressed condition.

Selected modes of interest are shown in Table I. Mode 1 is associated with the static var compensator. Modes 14, 15, 19 are control modes, mode 16 is associated with flux in generators 3 and 4, and modes 6–11 are electromechanical modes.

A transient was produced by a solid fault applied at bus 10 and cleared in 0.2 s. The normal form analysis described in Section II was used to compute the unnormalized interaction coefficients for this transient. Table II shows the magnitude of selected interaction coefficients for modes of interest. The unnormalized interaction coefficients in column 4 of Table II were computed with angle variables expressed in radian. Changing the units of angles from radian to degrees is a simple example of a coordinate change. For this coordinate change, the transformation matrix $T$ is diagonal with entries that are $(180^\circ)/\pi$ when the corresponding state variable is an angle and 1 otherwise. Formulas (21) and (24) were used to compute the effects of this coordinate change and the resulting unnormalized normal-

\footnote{An alternative normalization of (32) and (33) dividing by $|y_{i0}|$ instead of $|z_{i0}|$ also yields invariance under linear coordinate change.}
ized interaction coefficients with angles in degrees are shown in column 5 of Table II. The coordinate change makes a noticeable change to the interaction coefficients. The normalized interaction coefficients were computed using (32) and are shown in column 5 of Table II. The coordinate change makes a noticeable change to the interaction coefficients. The normalized interaction coefficients with angles in degrees are shown in Fig. 1. Two-area, 4-generator system (reactances in pu with 100 MVA base).

**TABLE I**

<table>
<thead>
<tr>
<th>mode</th>
<th>eigenvalue (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-101.17</td>
</tr>
<tr>
<td>6.7</td>
<td>-0.801 ± 6.895j</td>
</tr>
<tr>
<td>8.9</td>
<td>-0.762 ± 6.889j</td>
</tr>
<tr>
<td>10.11</td>
<td>-0.630 ± 6.268j</td>
</tr>
<tr>
<td>14.15</td>
<td>-9.385 ± 0.873j</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>mode</th>
<th>angles in rad</th>
<th>angles in deg</th>
<th>normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.008</td>
<td>3.008</td>
<td>2.258</td>
</tr>
<tr>
<td>6.7</td>
<td>0.018</td>
<td>0.012</td>
<td>0.261</td>
</tr>
<tr>
<td>8.9</td>
<td>0.075</td>
<td>0.061</td>
<td>0.209</td>
</tr>
<tr>
<td>10.11</td>
<td>0.147</td>
<td>0.103</td>
<td>0.091</td>
</tr>
</tbody>
</table>

**TABLE III**

<table>
<thead>
<tr>
<th>mode</th>
<th>angles in rad</th>
<th>angles in deg</th>
<th>normalized</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3.182</td>
<td>5.182</td>
<td>3.991</td>
</tr>
<tr>
<td>6.7</td>
<td>0.023</td>
<td>0.035</td>
<td>0.499</td>
</tr>
<tr>
<td>8.9</td>
<td>0.099</td>
<td>0.121</td>
<td>0.336</td>
</tr>
<tr>
<td>10.11</td>
<td>0.211</td>
<td>0.302</td>
<td>0.187</td>
</tr>
</tbody>
</table>

**V. NORMAL FORM ANALYSIS NEAR STRONG RESONANCE**

If two eigenvalues of the power system linearization coincide and the linearization is not diagonalizable, this is called strong resonance. Dobson et al. [4] explains strong resonance, reviews the literature, and gives an example of proximity to strong resonance leading to oscillations in a power system example. In the context of normal form analysis, strong resonance is a first order resonance occurring within the power system linearization.

Consider the following example:

\[
\begin{align*}
\hat{x}_1 &= \begin{pmatrix} -1 & 1 & 1 & 0 \end{pmatrix} x_1 + \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \\
\hat{x}_3 &= \begin{pmatrix} -1 & 0 & -1 \end{pmatrix} x_3 + \begin{pmatrix} 0 \\ 0 \end{pmatrix}, \\
\hat{x}_4 &= \begin{pmatrix} 0 & -1 & 0 \end{pmatrix} x_4 + \begin{pmatrix} 0 \\ 0 \end{pmatrix},
\end{align*}
\]

All \(H_{jk}^2 = 0\) except that \(H_{11}^2 = \epsilon, \epsilon \neq 0\) and \(\mu\) are small real constants. The eigenvalues of the matrix in (34) are \(\lambda_1 = -1 + i + \sqrt{\mu}, \lambda_2 = -1 + i - \sqrt{\mu}\) and their complex conjugates \(\lambda_1^*, \lambda_2^*\).

The indices \(I_1\) and \(I_2\) coincide in a strong resonance at \(-1 + i\) when \(\mu = 0\). We assume \(\mu \neq 0\) in order to diagonalize the matrix in (34) and compute

\[
U = \frac{1}{\sqrt{2}} \begin{pmatrix} \frac{1}{\sqrt{\mu}} & -i \sqrt{\mu} \\ i \sqrt{\mu} & \frac{1}{\sqrt{\mu}} \end{pmatrix}
\]

Then (34) in \(Y\) coordinates becomes

\[
\begin{pmatrix} \dot{y}_1 \\ \dot{y}_2 \\ \dot{y}_3 \\ \dot{y}_4 \end{pmatrix} = \begin{pmatrix} \lambda_1 y_1 + e^\epsilon (y_1 + y_2 + y_3 + y_4) \left( \frac{1}{8(\lambda_j + \lambda_k - \lambda_i)\sqrt{\mu}} \right) \\ \lambda_2 y_2 + \frac{e^\epsilon (y_1 + y_2 + y_3 + y_4)}{8\sqrt{2}} \left( \frac{1}{\sqrt{\mu}} \right) \\ \lambda_3 y_3 + \frac{e^\epsilon (y_1 + y_2 + y_3 + y_4)}{8\sqrt{2}} \left( \frac{1}{\sqrt{\mu}} \right) \\ \lambda_4 y_4 + \frac{e^\epsilon (y_1 + y_2 + y_3 + y_4)}{8\sqrt{2}} \left( \frac{1}{\sqrt{\mu}} \right) \end{pmatrix}
\]

and

\[
h_{2j}^2 = \frac{e^\epsilon (-1)^{j+1}}{8(\lambda_j + \lambda_k - \lambda_i)\sqrt{2}} \left( \frac{1}{\sqrt{\mu}} \right).
\]
Near the strong resonance, $h_{jk}^i$ scales as $(\epsilon/\sqrt{\mu})$. Here, $\epsilon$ controls the amount of nonlinearity in the original coordinates ($\epsilon = 0$ gives no nonlinearity) and $\mu$ controls the proximity to strong resonance ($\mu = 0$ gives a strong resonance). No matter how small $\epsilon$ is, one can choose a smaller $\mu$ so that the $h_{jk}^i$ have very large magnitudes. Indeed $h_{jk}^i$ tends to infinity as the strong resonance is approached. Appendix B proves that as $\mu$ tends to zero, one or more of the interaction coefficients $h_{jk}^i z_{ij} z_{k0}$ becomes arbitrarily large. Indices $I_1$ and $I_2$ become arbitrarily large in the same way.

That is, no matter how small is the quadratic nonlinearity in the equations in the original $X$ coordinates, one can, by moving close to the strong resonance, make the coefficients and indices $h_{jk}^i, h_{jk}^{2i}, z_{ij} z_{k0}, I_1, I_2$ arbitrarily large. Therefore caution is needed in interpreting these coefficients and indices near strong resonance. Large values of these coefficients and indices correctly reflect the high nonlinearity of the system in the modal $Y$ coordinates, but do not necessarily imply that the system has significant nonlinearity in the original $X$ coordinates. The coordinate change to modal $Y$ coordinates requires increasing distortion as strong resonance is approached and this distortion can greatly amplify nonlinearities.

VI. CONCLUSION

We examine how the normal form analysis coefficients $C_{jk}^i, h_{jk}^i, h_{jk}^{2i}, z_{ij} z_{k0}$ vary when the power system differential equations are expressed in different coordinates or different units. Under a general linear coordinate change, these coefficients are not constants and do not transform as tensors. Thus the coefficients are not intrinsic to the system. This can be problematic for quantifying nonlinear interactions with these coefficients. The behavior of the coefficients under coordinate change is related to the nonuniqueness of modal coordinates and the eigenvector scaling induced by the coordinates. The dependence of the index $I_1$ on the coordinate system can cause $I_1$ to vary in a nonstandard way. We correct an error in [5] by showing that the index $I_2$ is invariant to coordinate changes. (That is, $I_2$ as previously defined [12] is already normalized.) Numerical results on a 4 bus generator system show that a coordinate change such as changing the units of angles from radian to degree can produce a noticeable change in unnormalized coefficients and indices.

We suggest a normalized interaction coefficient (32) and a normalized $I_1$ index (33). The effect of the normalization on ranking and magnitudes of these indices and coefficients can be significant. The normalized interaction coefficient and normalized $I_1$ index are invariant under coordinate change and intrinsic to the system. The normalized interaction coefficient and normalized $I_1$ index describe aspects of the power system dynamics more accurately because they do not depend on an arbitrary choice of coordinate system. Therefore, when it is appropriate to apply these indices and coefficients, we recommend that the normalized versions be used.

An example shows that normal form analysis coefficients and indices can become arbitrarily large near strong resonance despite very small amounts of nonlinearity in the system expressed in its original coordinates. Near strong resonance, the transformation to modal coordinates introduces a large nonlinearity into the system and this large nonlinearity is quantified by the coefficients. That is, as well as quantifying second-order nonlinear modal interactions, normal form analysis coefficients and indices detect strong resonance effects (first order linear modal interactions) that are not necessarily related to significant system nonlinearity in the original coordinates. Care is warranted in interpreting large values of these coefficients and indices as evidence of system nonlinearity when eigenvalues are close together.

APPENDIX A

System Data

Each machine has $X_d = 1.8, X_q = 1.7, T_{\phi} = 8.0, T_{\omega} = 0.4, x_{\phi} = x_{\omega} = 0.3, H = 6.5, D = 3.0$. Each exciter has $K_{sec} = 100, T_{sec} = 0.02$. The machine data are in per unit (base 900 MVA) except that time constants are in second. The static var compensator model [3] has $K_{sec} = 50, T_{sec} = 0.05$. The line data is shown in Table IV. The base case load flow data is shown in Table VI. Bus 3 is the slack bus and the loads are constant power loads. The system frequency is 60 Hz. The line
and svc data are in per unit (base 100 MVA) except that time constants are in seconds and angles are in degrees.

APPENDIX B

Assume that $X_0 \neq 0$ and $\varepsilon \neq 0$. We show that at least one of $|h_{2k}^j z_{j0}^k z_{i0}| \rightarrow \infty$ as $\mu \rightarrow 0$. Equation (8) can be written as

$$
\begin{bmatrix}
Z_1^0 h_{12}^1 Z_0^0 \\
Z_2^0 h_{22}^2 Z_0^0 \\
Z_3^0 h_{32}^2 Z_0^0
\end{bmatrix} = U^{-1} X_0 - Z_0.
$$

(37)

Since the minimum singular value of $U^{-1}$ is $\sqrt{\frac{1}{\mu^2} + \frac{1}{\mu}} \geq \left(\sqrt{\frac{1}{\mu} + \frac{1}{\mu^2}}\right) |X_0|$ and $|U^{-1} X_0| \rightarrow \infty$ as $\mu \rightarrow 0$. If $Z_0$ is bounded as $\mu \rightarrow 0$, then the left hand side of (37) is unbounded as $\mu \rightarrow 0$, and therefore at least one of $|h_{2k}^j z_{j0}^k z_{i0}| \rightarrow \infty$ as $\mu \rightarrow 0$. If $Z_0$ is unbounded as $\mu \rightarrow 0$, then there is an $i$ with $|z_{i0}| \rightarrow \infty$ as $\mu \rightarrow 0$. Since, according to (36), $|h_{2k}^j| \rightarrow \infty$ as $\mu \rightarrow 0$, $|h_{2k}^j z_{j0}^k z_{i0}| \rightarrow \infty$ as $\mu \rightarrow 0$. 
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