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Executive Summary

This report is motivated by the major opportunities offered by the deployment of near-real time synchrophasor measurements. For the first time it has become possible to consider wide-area synchronized sensing, communications and use for automated control and protection. These opportunities are presenting the industry and the research community with many open questions, not all of which can be addressed in a single report. In this sense the report provides samples of possible uses of synchrophasors for estimation and control. The ultimate objective is to utilize synchrophasors for improving performance of future electric energy systems.

Part A of this report shows how synchrophasor measurements can be used to close the loop and regulate key, pilot point, voltages in each control area and/or regulate the deviations in tie-line flow exchanges between the control areas. The major contribution is a systematic method for selecting the most effective locations for monitoring voltage deviations to be used for closing the loop and for adjusting set points of generators participating in this regulation. It is stressed that while this control scheme has been in place for a very long time in France, the optimal selection of pilot points has remained an open theoretical problem. In this report we introduce a systematic method for selecting the most effective locations for placing synchrophasors to be managing effects of slow voltage deviations around the forecast reactive power demand.

Part A specifically concerns new design of Automated Voltage Regulation (AVR) and Automated Flow Regulation (AFR), which relies on the use of synchrophasors. This control is also known as the Secondary Voltage Control (SVC) and Pennsylvania Jersey Maryland (PJM) currently uses it by the Electricite de France, and, more recently. Its basic purpose is to regulate in an automated way voltage deviations around their schedules that are caused by the relatively slow voltage deviations. The best way of thinking about it is as the sister-function to the Automatic Generation Control (AGC). Instead of regulating single frequency in each control area, it is intended to regulate several voltages to their scheduled values by adjusting the set points of Automatic Voltage Regulators (AVRs) on several generators participating in this scheme. This scheme is necessary to manage the effects of the increased presence of quasi-stationary disturbances causing deviations in voltages around the values resulting from regular 15-30 minute generation dispatch. In particular, these disturbances are caused by persistent hard-to-predict wind power deviations and by the increasingly responsive demand to real-time electricity prices.

Assuming the dynamics resulted from these disturbances could be stabilized by primary control, reliability problems will still remain in forms of system-wide load voltage deviations and transmission line power flow deviations around their scheduled values. It is, therefore, important to maintain load voltages and transmission line power flows within the pre-specified limits as disturbances around scheduled real/reactive power generation dispatch take place.
The implementation of AVR/SVC for purposes of regulating voltage and flow deviations can be done using measurements provided by the Phasor Measurement Units (PMUs). PMUs could provide accurate and fast sensing of key output variables of interest. We pose the problem of PMU-enabled AVC and AFC as an engineering design problem which for the given number of PMUs computes the best locations of PMUs and the control design gains based on these measurements in order to ensure that the voltage and/or flow deviations remain within the pre-specified limits. We describe in this report how to pose systematically the problems of robust Automated Voltage Control (AVC) and Automated Flow Control (AFC) design based on selecting the best locations for placing the PMUs and the corresponding feedback control gains. The underlying mathematical formulation is the minimization of $L_\infty$ norm representing the measure of the worst-case deviations. Once the problem is posed, a Linear Programming (LP) algorithm is used to find numerical solutions which minimize this objective function; simulations are carried out to show the result of using the LP method. In the latter part of this report, a design of decentralized AVC for very large-scale power systems has also been formulated. This is based on a multi-layered clustering algorithm for decomposing the system into several weakly interconnected reactive power control zones. These zones can be computed once and/or can be dynamically recomputed operating conditions vary. For dynamically clustered approach generally a higher number of PMUs is required. The results are illustrated by simulating potential performance of the proposed designs using an equivalent Northeast Power Coordinating Council 36-bus system. The results indicate that the $N-1$ reliability criteria can be met by combining the economic dispatch for scheduling resources given demand forecast, and by relying on an automated feedback to ensure that voltage and line flow deviations remain within the pre-specified limits in between scheduling intervals. This is done without having to know the exact location and magnitude of disturbances.

Part B of this report proposes a synchrophasors-based substation voltage controller. Novel algorithms for direct estimation of QV line sensitivities from real-time streaming PMU data are proposed first. The algorithms are shown to be effective in detecting voltage insecurity scenarios in the power system. Voltage Security Index proposed at each bus is useful to classify voltage strong buses versus voltage weak buses in terms of reactive power support at the bus. Next, initial formulation of a substation voltage controller is proposed. The controller uses QV sensitivity values from Section 2 to carry out local power-flow like calculations to predict expected bus voltage levels after discrete switching actions. The substation controller then coordinates the switching of local VAR devices to manage the discrete VAR devices at the substation towards maintaining voltage schedules for different voltage levels at the substation. Future research is indicated on two-level control formulations that may include central higher-level coordinator and many local substation controllers.

Finally, Part C of this report is concerned with a development of a practical method to identify the external line outages using the data available to internal power system operator in real-time, namely real-time data from internal system as well as measurements from those external buses with PMUs. In an inter-connected power system, state estimator has real-time access to the measurements, and topology of the area under
study, while its real-time knowledge about external system measurements and topology is very limited. One way to have real-time access to external measurements and topology is through phasor measurement units (PMUs).

Errors in external network topology may have significant impact on accuracy of internal state estimation and subsequent real-time contingency analysis (especially contingency analysis). Identification of any type of change in the external network topology will be impossible by using only internal system real-time measurements. However, recent availability of external system synchronized phasor measurements will facilitate identification of certain external topology errors, especially if they are strategically located with respect to the available phasor measurement units. The proposed method is developed and presented in two parts: In the first part the problem of external topology change is formulated using DC power flow assumptions. Once the formulated problem is solved successfully, the method can be extended to the more realistic AC power flow formulation. In the second part, the developed method is extended to the non-linear case of full A.C. solution. In addition to the internal system measurements, few phasor measurements installed in the external system are also assumed to exist in this part. The proposed method utilizes an integer programming method to identify the changes in external system based on real-time data received from internal system along with real-time data from external phasor measurement units. The linear (D.C.) decoupled model of the power system will be used initially to formulate the external network topology-tracking problem and develop its solution method.

It has been important for the proposed method to address all possible conditions in the external system. The proposed method is required to accurately detect an external load change as an external topology change and vice versa. Different possible scenarios which the proposed method would be able to identify can be listed as follows: a) External topology change with constant external operating conditions; b) External operating change with constant external topology; c) Change in neither external topology nor external operating conditions; and, d) Change in both external system operating conditions and external network topology.

The proposed method utilizes an integer programming method to identify the changes in external system based on real-time data received from internal system along with real-time data from external phasor measurement units. The linear (D.C.) decoupled model of the power system will be used initially to formulate the external network topology tracking problem and develop its solution method.

The proposed method’s performance is tested using the IEEE 30 bus and 118 bus test systems.
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1 Part A Summary: Toward PMU Enabled AVC and AFC

This is a research report on Part A of this project. It specifically concerns new design of Automated Voltage Regulation (AVR) and Automated Flow Regulation (AFR) which relies on the use of PMUs. In order to avoid confusion in relation to the already established term for Automatic Voltage Control (AVC) we use the same term. Namely, this is not automated primary control of AVRs. The AVC term as currently used by the Electricite de France, and, more recently by PJM, is effectively an AVR scheme. Its basic purpose is to regulate in an automated way voltage deviations around their schedules that are caused by the relatively slow voltage deviations. The best way of thinking about it is as the sister-function to the Automatic Generation Control (AGC). Instead of regulating single frequency in each control area, it is intended to regulate several voltages to their scheduled values by adjusting the set points of Automatic Voltage Regulators (AVRs) on several generators participating in this scheme. This scheme is necessary to manage the effects of the increased presence of quasi-stationary disturbances causing deviations in voltages around the values resulting from regular 15-30 minute generation dispatch. In particular, these disturbances are caused by persistent hard-to-predict wind power deviations and by the increasingly responsive demand to real time electricity prices.

Assuming the dynamics resulted from these disturbances could be stabilized by primary control, reliability problems will still remain in forms of system-wide load voltage deviations and transmission line power flow deviations around their scheduled values. It is, therefore, important to maintain load voltages and transmission line power flows within the pre-specified limits as disturbances around scheduled real/reactive power generation dispatch take place.

The implementation of AVC for purposes of regulating voltage and flow deviations can be done using measurements provided by the Phasor Measurement Units (PMUs). PMUs could provide accurate and fast sensing of key output variables of interest. We pose the problem of PMU-enabled AVC and AFC as an engineering design problem which for the given number of PMUs computes the best locations of PMUs and the control design gains based on these measurements in order to ensure that the voltage and/or flow deviations remain within the pre-specified limits. We describe in this report how to pose systematically the problems of robust Automated Voltage Control (AVC) and Automated Flow Control (AFC) design based on selecting the best locations for placing the PMUs and the corresponding feedback control gains. The underlying mathematical formulation is the
minimization of $L_\infty$ norm representing the measure of he worst-case deviations. Once the problem is posed, a Linear Programming (LP) algorithm is used to find numerical solutions which minimize this objective function; simulations are carried out to show the result of using the LP method. In the latter part of this report, a design of decentralized AVC for very large-scale power systems has also been formulated. This is based on a multi-layered clustering algorithm for decomposing the system into several weakly interconnected reactive power control zones. These zones can be computed once and/or can be dynamically recomputed as operating conditions vary. For dynamically clustered approach generally a higher number of PMUs is required. The results are illustrated by simulating potential performance of the proposed designs using an equivalent Northeast Power Coordinating Council 36-bus system. The results indicate that the $(N - 1)$ reliability criteria can be met by combining the economic dispatch for scheduling resources given demand forecast, and by relying on an automated feedback to ensure that voltage and line flow deviations remain within the pre-specified limits in between scheduling intervals. This is done without having to know the exact location and magnitude of disturbances.
2 Introduction

2.1 Motivation

The control of voltage and reactive power has been long recognized as an important problem in power system operation. Due to economic and environmental considerations, power systems are operated closer to their voltage stability limits; so it becomes difficult to control the reactive power demand of those systems. The lack of reactive power support may affect the systems voltage stability and lead to voltage collapse incident [2, 3]. The first motivation of this report is to design an secondary automated voltage control (AVC) based on Phasor Measurement Units (PMUs) to regulate the voltage deviations in load buses caused by load demand fluctuations from normal operating conditions over a variety of time scales. It is consistent with the conventionally proposed hierarchical structure which is an aggregation of primary, secondary and tertiary control [4, 5, 6, 7].

In the hierarchically based modeling and control approach, a large-scale interconnected power system is first decomposed into administratively separate regions. Each region has independent controls and makes its own decisions. Primary voltage control is provided by reactive power compensation facilities or automatic voltage regulators (AVR) on individual synchronous generating units of each region. It mainly responds to the local disturbances and acts to maintain the local outputs close to the values of quasi steady state set points. The task of secondary voltage control is to adjust the reference values for reactive power primary controls in a coordinated way in case that the system experiences unusual reactive power deficiency because of large disturbance from the fluctuations in load and renewable generation or tripping of generating units. It is keeping the purpose in mind that the region-wide voltage deviations should be limited within some reliability criteria. Tertiary control is the coordination of the regional secondary controls to satisfy system-wide operating criteria, such as economic and secure operation of the whole electric network. Currently, electric power systems in Spain, France and Italy are the systems which have critical implementation of this structurally based voltage control with automatic adjustment in the secondary level [5, 8, 9, 10].

The existing close-loop secondary voltage control schemes mainly utilizes the information of a few key buses called pilot-points as feedback. Traditionally, feedback information is provided by SCADA/EMS (Supervisory Control And Data Acquisition and Energy Management System) which refreshes the system steady states in every 2-10 seconds. It takes so much time since all SCADA
data must be sent to a central location and the centralized state estimator consumes a long time on data processing and state estimation to provide system operator with system states as accurate as it could through EMS. This will not cause a problem before the system restructuring and renewable generation integration start to introduce disturbance with higher frequency and magnitude than it was. Today’s SCADA/EMS is highly possible to fail to capture the system states just in time. For example, in the case that secondary voltage control is supposed to operate in every ONE second to adjust the set-points of AVRs, the conventional SCADA/EMS will not be able to cope with this commission at all! For this reason, the implementation of PMUs becomes necessary for next generation’s automated voltage control. Phasor measurement technology [11, 12, 1, 13] is recently developed which receives signals from Global Positioning System (GPS) satellites as a kind of time reference from radio clock. The sampling clocks of PMUs are then synchronized with the radio time reference so that the measurement of voltage and current phasors will be time-stamped in a systematic point of view. Because these phasors are truly synchronized, comparison and the control of the system states quantities in real time is possible. Plus the direct measurement of system states, PMUs measure much faster and more accurate than other commonly used meters and devices; and the fiber-optical based communication network connecting these sensors transmits data much faster than the cable based communication network. Such features guarantee that PMUs can satisfy the requirement of the improved secondary voltage control in modern power systems by providing the information just in time and just in context.

In a parallel way to the PMU-based AVC, the problem of designing PMU-based automate flow control (AFC) is formulated, which is the second motivation of this report. This is a new concept. Basically, AFC is also a secondary level control which adjusts the set-points of real power primary controls coordinately in order to ensure that the real power transmission in significant tie-lines are limited as close as possible to their pre-specified values. This is important because currently power systems are being operated near their transmitting capacities and some transmission lines are heavy loaded and undergoing congestions due to the constraints that every physical line in power grid has its own thermal limit and the more it transmits power, the closer it is towards the thermal limit. However, it is even worse when the power system stability problem is taken into consideration, which allows the transmission lines to transmit much lower than its thermal limit. Large deviation of real power flows in a heavy loaded transmission line may therefore violate its transmitting limit.
and cause the protective relays to trip off the line from system operation. It actually changes the system topology and is possible to introduce more sequent troubles to the system than expectation. One problem is defined in many literatures as cascading failures and also observed in the 2003 U.S.-Canada blackout [2, 14]. When the heavy loaded transmission line gets tripped from system operation, its load will be transferred to other transmission lines nearby. If unfortunately these lines are heavy loaded as well, the sudden power increase will push these line towards or even violate their transmitting limits. Consequently, more and more transmission lines will get tripped and the system loses a large amount of its transmitting capability, which is just the point for blackout to happen. On the other hand, the deviation in inter-area tie-line flow from the pre-scheduled value will cause frequency problems in the control areas connected by this tie-line. This problem is partly covered by today’s Automated Generation Control (AGC) but in a way that is not so sophisticated. AFC is proposed to prevent these kind of events from happening by restricting the tie-line flow deviation within the reliability criteria. In the scheme proposed in this report, the role of PMUs is the key since it is not possible to implement AFC without measuring the voltage phase angles of the pilot-points in a fast and accurate manner.

2.2 Literature Review

An overview of the extensive literatures indicates that in secondary voltage control, the mean of selecting pilot-points and the designing automated control law given the information from pilot buses have been paid much attention. In [8, 9], electrical distance matrix built on the sensitivity matrix of variation in voltage with respect to injection of reactive power is used to study the structure of French EHV power system. It divides the power system into uncoupled control zones by ascending hierarchical classification and the method of dynamic scatter. Best number of control zones is found by coordinating the group number and grouping distances. Then, the bus which locates in the electrical distance center of each zone is adopted as the pilot point.

Ref [5] presents the progress of Spanish researchers. In their point of view, secondary voltage control selects the pilot buses by solving a nonlinear integer optimization problem off-line. Greedy algorithm and Global search method are employed to find the optimal number and positions of pilot-points. An optimal control scheme is then proposed based on the information from pilot-points. In every control step, it is designed to keep voltage magnitude of these pilot buses in their respective
reference values, and on the other hand to achieve a similar relative reactive power loading of the control generators. However, there is no clustering in this approach to decompose the power system into different weakly coupled control zones. Instead, power flow equations are solved by considering the system as a whole after every control step to update the phasor information of bus voltages. This may become the bottleneck of the application of this approach to fast automated voltage control in large-scale power systems. The reason is that solving both the optimal control objective function and the later power flow equations in a centralized way requires much computation efforts for large power systems. So fast AVC which is in second level turns to be very hard to achieve.

2.3 Approach Proposed in This Report

In this report, for power system under a class of disturbances, robust AVC and AFC are proposed to minimize the worst voltage deviation on load buses and flow deviation on transmission lines. Both reactive power and real power disturbances from the loads are assumed to stay within a boundary, \( |\Delta Q_L|_\infty \leq \gamma \) and \( |\Delta P_L|_\infty \leq \rho \). The work is based on previous studies on optimal secondary voltage control [15] which addressed the problems of pilot-points selection and secondary voltage control by solving a group of \( L_\infty \) norm minimization objective functions. It employs the linear feedback scheme to design the pilot-point information based control. \( L_\infty \) norm minimization is used here in order to keep the worst-case load voltage deviation within pre-specified limits as long as the disturbance remain within its boundary. The output gives the optimal control gain for each reactive power control source to adjust its reactive power set-point corresponding to the change in pilot-points voltage magnitude. One variable inside of this function is about the pilot-points. The number and positions of pilot-points must be pre-set when the \( L_\infty \) norm minimization is ready to be solved. The approach then selects the best locations of pilot-points through an extensive search over all possible combinations of the pilot buses in the situation that the number of pilot-points is given. In other words, the output feedback control gains of the \( L_\infty \) norm optimization problems are compared by giving the same number but spatially different combinations of pilot-points. The best locations then emerge out of the comparison.

In the work of this report, besides formulating the new concept AFC and the conventional AVC both to \( L_\infty \) norm optimization problems the same as [15], a technique to solve the problems in an effective way is also developed. The original objective function that minimizes the \( L_\infty \) norm
is equivalently transferred to a Linear Programming (LP) program; and by solving the new LP problem, we will be able to get the optimal control gain for each reactive power and real power control source. However, as the system complexity grows along with the increasing in its size, even solving LP problem consumes much time on computation. In this case, a clustering method based on the normalized electrical distance matrix [16] is introduced to divide the large-scale power system into proper number of control zones. The optimization problems of AVC and AFC design are then adopted to each control zone to select the best locations of pilot-points and the relevant optimal control gains of its own. Moreover, instead of obtaining the information from SCADA/EMS, PMUs are installed to the selected pilot-points as fast measurement to close the feedback control loop. In AVC, voltage magnitudes are measured from the pilot buses; while in AFC, voltage phase angles are measured. In general, work of this report provides the opportunity to automatically adjust the set-points of both reactive power and real power controllers in a secondary control level close to every 1 second.

2.4 Preview of Chapters

In this report, Chapter 1 gives the general introduction of the motivation of our work, the existing methods to deal with the similar problem as well as the approach proposed in our work. Chapters 2 and 3 pose the problem and solution of robust AVC and AFC respectively. Chapter 4 introduces the clustering method that is used to decompose large power systems. Chapter 5 demonstrates the simulation results based on a commonly used power system model to support the approach. Chapter 6 makes the conclusion for this report.

Chapter 2 starts from formulating the robust AVC into the $L_{\infty}$ norm optimization problem. Linear feedback control scheme is adopted to design the optimal control that adjusts the set-point of reactive control sources with respect to the voltage magnitude change on pilot buses. Then the reformulation of this optimization problem into Linear Programming problem is stated.

Chapter 3 illustrates the formulation of robust AFC similar to Chapter 2. The problem is transferred to LP problem afterwards.

In Chapter 4, a clustering algorithm based on the normalized electrical distance matrix is introduced to create weakly coupled control zones inside of the system. To overcome the problem that the single-layer clustering method originated from Ref [16] sometimes fails to give the resulting zones
of nearly equal size and not excessively large, a novel numerically stable multi-layered clustering algorithm is then proposed as an enhancement.

In Chapter 5, a communication architecture is proposed to comprise the measurement from both PMUs and conventional SCADA system and the communication channels that transmit the monitoring information of bus voltage and phase angle to the control center and distribute the control signal to generators or other control resources from the control center. Features of PMUs and the sampling and communication issues are also introduced to support the feasibility of the robust AVC and AFC on measurement and communication side.

In Chapter 6, simulations are carried out on the 36-Bus Northeast Power Coordinating Council (NPCC) equivalent power system model. Different cases like 1 pilot-point, 2 pilot-points and all load buses monitored (PMU in every load bus) with and without clustering the system into control zones are studied respectively. By taking the simulation results as consideration, the approaches illustrated in previous chapters are verified.

Chapter 7 concludes the contributions of this report and suggests possible future work.

3 PMU-based Automated Voltage Control Design

3.1 Modeling of Automated Voltage Control Problem

In this chapter, the problem of robust Automated Voltage Control (AVC) is precisely defined. Optimal number of pilot points is found through the exhaustive comparison among worst cases studies when each case is with a different number of pilot points but the same control design algorithm is taken into implementation. Studies on worst case performance is the appropriate point of investigation to this robust AVC problem because every load bus voltage must be held within tolerable limit.

The basic problem is formulated as in [15]. The secondary voltage control is intended to regulate voltage deviations in response to relatively small disturbances in reactive power, and consequently, the deviation of closed-loop load voltages are expected not to to vary significantly around the scheduled (nominal) voltages. This makes it possible to use a linearized model. Small reactive power load disturbances $\Delta Q_L$ are causing deviations in load voltages and the PMUs are used to measure the zonal pilot points load voltage deviations $\Delta V_p$. Control gains are computed so
that the closed-loop load voltage deviations are minimized for any disturbance. If, in addition, the disturbance bounds are given, the gains and measurement locations are computed so the load deviations remain robust with respect to disturbances. Namely, an off-line design is carried out to ensure that load voltage deviations remain within the pre-specified limits. The minimization of $L_\infty$ (the largest) norm control design can ensure that the system worst voltage deviation remains within the given limits.

To re-formulate this worst case robust optimization problem as introduced some time ago in [15], we start by stating the decoupled linearized reactive power-voltage constraints subject to which the optimization is done. These are obtained by simply using decoupled reactive power-voltage $Q-V$ Jacobian computed at the given nominal operating point.

$$
\begin{bmatrix}
\Delta Q_G \\
\Delta Q_L
\end{bmatrix} =
\begin{bmatrix}
B_{GG} & B_{GL} \\
B_{LG} & B_{LL}
\end{bmatrix}
\begin{bmatrix}
\Delta V_G \\
\Delta V_L
\end{bmatrix}
$$

In equation (1), $\Delta Q_G$ and $\Delta V_G$ are the reactive power and voltage increment of generator buses (subscript G stands for generator); $\Delta Q_L$ and $\Delta V_L$ are the reactive power and voltage increment of load buses (subscript L stands for load). We next rewrite Equation (1) by inverting the $B$ matrix.

$$
\begin{bmatrix}
\Delta V_G \\
\Delta V_L
\end{bmatrix} =
\begin{bmatrix}
Z_{GG} & Z_{GL} \\
Z_{LG} & Z_{LL}
\end{bmatrix}
\begin{bmatrix}
\Delta Q_G \\
\Delta Q_L
\end{bmatrix}
$$

where $Z = B^{-1}$. In this equation, the voltage deviations on generator buses are assumed to be compensated by the primary controls in a much smaller time scale than the adjustment of reactive power set-points in secondary level. In other words, there is no need for secondary control to recover or limit the voltage deviations of generator buses because these the primary controls such as Automated Voltage Regulators (AVRs) or shunt capacitors have already acted to keep the voltage of generators at the set-points to make $\Delta V_G \equiv 0$. Only load-bus voltages will be impacted by change in reactive power consumption from load buses and production from generator buses, which is derived from equation (2):

$$
\Delta V_L = Z_{LL}\Delta Q_L + Z_{LG}\Delta Q_G
$$

In this equation, $\Delta Q_G$ is the term that is controllable by AVRs or shunt capacitors; while $\Delta Q_L$ is considered to be the source of disturbance for secondary control because it is naturally varying around the nominal operating point and uncontrollable for system operators. As a result, the
philosophy of secondary voltage control can be interpreted as regulating the system-wide load-bus voltage deviations caused by load-bus reactive power disturbances $\Delta Q_L$ through adjusting the set-points of generators’ AVRs or shunt capacitors to change $\Delta Q_G$. The dynamics during the set-points adjustment of primary controllers are ignored by assuming primary control is able to stabilize the dynamics fast enough in comparison the relatively slower secondary control process.

Let $\Delta V_L = E_L[k+1] - E_L[k]$, $Z_{LL} = M$, $\Delta Q_L = Q_L[k+1] - Q_L[k]$, $Z_{LG} = N \Delta Q_G = u[k+1] - u[k]$ so equation (3) becomes:

$$E_L[k+1] - E_L[k] = M(Q_L[k+1] - Q_L[k]) + N(u[k+1] - u[k])$$

In this discrete time domain model, dynamics of load voltages are externally driven by disturbances $Q_L[k+1] - Q_L[k]$ and control $u[k+1] - u[k]$. Usually, in electric power systems the number of control generators are much smaller than the number of loads so the matrix $N$ is a non-square matrix with the number of rows much more than the number of columns. To design the control, it is impossible to inverse $N$ and let the control totally cancel the effectiveness caused by the disturbances. Complementary effort should be made to limit the voltage deviations systematically.

In the work of this report, a linear feedback control law is used to design the secondary control, the same as in [15],

$$u[k+1] - u[k] = \sum_{j=1}^{p} (E_{Lj}[k+1] - E_{Lj}[k])v_j$$

where $p$ is the number of pilot-points which have PMUs as measurement. $E_{Lj}[k+1] - E_{Lj}$ is the voltage deviation on the $j$th pilot-point. $v_j$ is the feedback control gain corresponding to the voltage deviation information from the $j$th pilot points. Before the control is applied, voltage deviations on pilot buses are driven by disturbances only:

$$E_{Lj}[k+1] - E_{Lj}[k] = M_1 \Delta(Q_L[k+1] - Q_L[k])$$

where $M_1$ is the rows of $Z_{LL}$ corresponding to the monitored pilot buses.

There is another important and appropriate assumption that during two short-term intervals, in electric power systems the reactive power disturbance will not increase or decrease too much and the increment stays in a upper bound. The mathematical form of this assumption is:

$$\|Q_L[k+1] - Q_L[k]\|_\infty \leq \gamma$$
Recall that the objective of control is to limit the voltage deviations systematically, the $L_\infty$ norm minimization of the $E_L[k+1] - E_L[k]$ is used to design the feedback control gains.

$$\min_{v_1, v_2, \ldots, v_p} \max_{\|Q_L[k+1] - Q_L[k]\|_\infty \leq \gamma} \|M(Q_L[k+1] - Q_L[k]) + N[v_1, v_2, \ldots, v_p]M_1(Q_L[k+1] - Q_L[k])\|_\infty$$

which equals to

$$\min_{v_1, v_2, \ldots, v_p} \gamma \|M + N[v_1, v_2, \ldots, v_p]M_1\|_\infty$$

The $L_\infty$ norm of a matrix is defined as the maximal absolute value of the summation of each row of this matrix. In order to obtain better control performance, we re-set the objective function (9) to limit every entry of the matrix.

$$\min_{v_1, v_2, \ldots, v_p} \gamma \|M + N[v_1, v_2, \ldots, v_p]M_1\|_{max}$$

where

$$\|A\|_{max} = \max_{i, j} |a_{ij}|.$$  \hspace{1cm} (11)

Let $m_j^T$ represent the $j$th row of $M$ and $n_j^T$ represent the $j$th row of $N$. The $j$th row of the matrix in (10) is then

$$r_j^T = m_j^T + [n_1^Tv_1, n_2^Tv_2, \ldots, n_p^Tv_p]$$

Transposing (12) and recognize that the max norm of the matrix in (10) is equivalent to the $L_\infty$ norm in $R^{m \times 1}$.

$$\min_{v_1, v_2, \ldots, v_p} \gamma \left\| \begin{bmatrix} m_1^T \\ m_2^T \\ \vdots \\ m_l^T \end{bmatrix} + \begin{bmatrix} m_1n_1^T & m_2n_1^T & \cdots & m_pn_1^T \\ m_1n_2^T & m_2n_2^T & \cdots & m_pn_2^T \\ \vdots & \vdots & \ddots & \vdots \\ m_1n_l^T & m_2n_l^T & \cdots & m_pn_l^T \end{bmatrix} \begin{bmatrix} v_1 \\ v_2 \\ \vdots \\ v_p \end{bmatrix} \right\|_\infty$$

Equation (13) is the objective function for designing the control gains of robust AVC with information from pilot-points measurement. Usually, system operators take a small number of pilot-points out of the whole load buses to represent the voltage situation of the whole control area; and the number of control generators is also much smaller than the total number of loads to be controlled. The selection of an optimal set of control gains vectors $v_j$ is then equivalent to the
solution of an over-determined set of equations in the Chebyshev sense. The number of equations in (13) is \( l^2 \) where \( l \) is the number of load buses and the number of unknowns is \( cp \) where \( c \) is the number of control generators and shunt capacitors and \( p \) is the number of pilot-points. The solution to (13) only need to be evaluated off-line for various choices of pilot-points and the results corresponding to different combinations of pilot-points will only be compared off-line also.

Based on the problem that is proposed above, a special case needs to be taken into consideration. It is for future smart grid, PMUs might be installed at every bus of the transmission power grid, or the number is large enough to guarantee the full observability on bus voltages and phase angles of each control area. This indicates that in equation (6), the voltage deviations caused by \( Q_L[k+1] - Q_L[k] \) could be fully monitored. An obvious control strategy is then to select a control to minimize the maximum voltage deviation, i.e.

\[
\min_u \| M(Q_L[k+1] - Q_L[k]) + N(u[k+1] - u[k]) \|_\infty
\]  

(14)

Since this control design is based on the complete information structure in the sense that all load bus voltages must be monitored and communicated to the control center where (14) is solved in the center computer. The solution should then be communicated to each controller with the information that by how much it is asked to change the set-points of its primary voltage control. The solution and performance of (14) could be considered as a benchmark to compare with the solution and performance of the less information cases.

3.2 Illustration of the AVC Design on a Small 5-bus Electric Power System

In this section, the proposed robust AVC is illustrated on an example of 5-bus power system (Figure 1).

In this system, let load 5 have reactive fluctuation around the nominal point. The robust AVC could be stated as a question that whether the fast measurement PMU should be installed at load 4 or load 5 to send feedback information of the pilot point to control generators G1, G2 and G3. In the limited information case, the feedback control gains of each generator is designed by solving the optimization problem (13). Results from the alternative cases that the PMU is installed at load 4 or load 5 are then compared to get the optimal option of pilot point. One should keep in mind that these are all off-line design. When the voltage deviations happen to the load buses because of the disturbances on load 5, pilot-point voltage deviation will be measured by the installed PMU and
sent to G1, G2 and G3 directly. With the pilot point information, according to the pre-designed control gains, the control generators will adjust their set-points of primary voltage controller AVRs based on (5). In the complete information case with PMUs on both load 4 and 5, in each time step of applying the control, load voltage deviations resulted from $Q_L[k + 1] - Q_L[k]$ are measured and transmitted to control center where the information is further processed to design the set-points adjustment of G1, G2 and G3 on real-time. The secondary control signal is then sent to these control generators from the control center.

3.3 Transferring Control Objective Function to Linear Programming Problem

Equation (13) and (14) are the basic objective functions for robust AVC in limited information and complete information case, respectively. In both of these two cases, the minimization of $L_{infty}$ norm is used to design the feedback control $u$, which is basically a convex optimization problem and has only one optimal point [17]. However, the $L_{\infty}$ norm is to select the largest absolute value of a vector’s element or the row summation of a matrix, so that there is no explicit mathematical way or standard form to numerically derive the solution for its optimization problem. To implement the
proposed secondary voltage control scheme more cost-effectively, equivalencing the $L_\infty$ optimization problem into classical optimization problem such as Linear Programming (LP) becomes significant. In this report, the transferring is done as:

$$\min_u t$$

s.t.

$$|w_i + n_i u| \leq t$$

$$i = 1, 2, ..., l$$

and further extracted as:

$$\min_u t$$

s.t.

$$w_i + n_i u \leq t$$

$$- w_i - n_i u \leq t$$

$$i = 1, 2, ..., l$$

where $w_i$ in general stands for the $i$th element of the first vector in the $\| \cdot \|_\infty$ of (13) and (14). $u$ is the vector corresponding to control. $n_i$ stands for the $i$th row of the matrix that maps $u$ to the voltage deviation in both of these two objective functions. (16) now becomes a standard LP form which is at the same time equivalent to the $L_{\text{infty}}$ optimization problem that is proposed previously. Methods for deriving the optimal solution of this LP problem have discussed in many literatures for quite a long time [17, 18, 19], which will not be re-concerned in the work of this report.

4 PMU-based Automated Flow Control Design

In this chapter, a novel method for automated control of transmission line flow deviations in response to hard-to-predict real power load deviations is proposed. The problem formulation is similar to the problem formulation of PMU-based robust AVC above. The linearized relation of the transmission line flow deviations with respect to the disturbances in real power consumption of load buses is defined by using the well-known distribution factor matrix $D_f$:

$$\Delta F_{\text{Lines}} = D_f \Delta P_{\text{Inj}}$$ (17)
where $F_{\text{Lines}}$ denotes the vector which contains power flow on all transmission lines. $P_{\text{inj}}$ is the real power injection on each bus except the reference bus. This has assumed the decoupling between reactive power problem and real power problem by the assumption that in each bus voltage is controlled at its nominal value.

Re-order the $D_f$ so that the first part of columns is for generator buses that participate as controller and the rest is for loads and generators which contribute as sources of disturbances to the system.

$$D_f = [D_{fc} D_{fu}]$$  \hspace{1cm} (18)

Using this partitioning, the closed-loop interdependence of transmission line flow deviations on disturbances and controls is as follows:

$$\Delta F_{\text{Lines}} = D_{fu} \Delta P_{PQ} + D_{fc} \Delta P_{PV}$$  \hspace{1cm} (19)

Similar to the voltage problem described by equation (3), the flow deviations $\Delta F_{\text{Lines}}$ are caused by real power fluctuations $\Delta P_{PQ}$ of load buses and uncontrolled generators (grouping buses with uncontrolled generators as PQ buses). Secondary flow control is to adjust the set-points of control generators by $\Delta P_{PV}$ to regulate the flow deviations as much as possible to match the reliability criteria. Still, the number of generators that contribute as control is usually much smaller than the uncontrolled generators and load buses. This makes it impossible to cancel out the effectiveness caused by disturbances. Control is designed to minimize the worst case flow deviations in order to ensure the reliability systematically.

Let $\Delta F_{\text{Lines}} = F[k+1] - F[k]$, $D_{fu} = M'$, $\Delta P_{PQ} = P_{PQ}[k+1] - P_{PQ}[k]$, $D_{fc} = N'$ and $\Delta P_{PV} = u'[k+1] - u'[k]$ and equation (19) is re-written as:

$$F[k+1] - F[k] = M'(P_{PQ}[k+1] - P_{PQ}[k]) + N'(u'[k+1] - u'[k]).$$  \hspace{1cm} (20)

The secondary level control is designed based on the linear feedback scheme introduced in (5). The difference between the linear feedback control of robust AFC and robust AVC is that in robust AVC, measurement devices on the pilot-points provide the deviations on voltage directly; while in the robust AFC, the flow deviations are not taken as pilot measurements directly. Instead, the phase angle deviations on pilot-points are measured by PMUs as feedback information to close the control loop. The reason why the work in this report abandons flow deviations as feedback is that
currently the GPS functioned fast measurement devices such as PMUs are characterized to measure voltage magnitude and phase angle in a high speed and accuracy; also, transmission lines usually need to be tripped off periodically for the needs of maintenance, which may cause troubles of loss of information for secondary control when some pilot lines are under maintenance. To use the phase angle deviation of pilot buses as feedback control information is applicable because in real power problem, power flow on transmission lines, power injection on buses and phase angle of buses are tightly coupled with each other. Such a control is:

\[
    u'[k + 1] - u'[k] = \sum_{j=1}^{p'} (\delta_j[k + 1] - \delta_j[k])v'_j
\]

where \(\delta_j\) is the phase angle measured on the \(j\)th pilot-point. It includes both the PV and PQ buses because unlike robust AVC with fixed voltage on control generators, the change in phase angles with respect to real power disturbances is a global phenomena, which means both phase angles of both PV and PQ buses could be impacted by disturbances. So every bus excluding the reference bus is potential to be selected as pilot-point.

To relate the phase angle deviations of pilot-points with respect to the disturbances of PQ buses, we use the decoupled sensitivity matrix \(H_1\) of real power flow (inverse of the Jacobian matrix):

\[
    \delta_j[k + 1] - \delta_j[k] = H_1(P_{PQ}[k + 1] - P_{PQ}[k])
\]

By substituting equations (22) and (21) into (20), the \(L_\infty\) optimization problem is designed to obtain the optimal control gains.

\[
    \min_{v'_1,v'_2,\ldots,v'_{p'}} \left( \max_{\|P_{PQ}[k+1] - P_{PQ}[k]\|_\infty \leq \beta} \| M'(P_{PQ}[k + 1] - P_{PQ}[k]) + N'[v'_1,v'_2,\ldots,v'_{p'}]H_1(P_{PQ}[k + 1] - P_{PQ}[k]) \|_\infty \right)
\]

\[
    \|P_{PQ}[k+1] - P_{PQ}[k]\|_\infty \leq \beta \text{ is the assumption adopted to this objective function from (8). Through the same derivation of (8) to (13), the equivalenced objective function of robust AFC could be then posed as:}
\]

\[
    \min_{v'_1,v'_2,\ldots,v'_{p'}} \beta \left\| \begin{bmatrix} m'_1 \\ m'_2 \\ \vdots \\ m'_r \end{bmatrix} + \begin{bmatrix} h_1(n'_1)^T & h_2(n'_1)^T & \cdots & m_p(n'_1)^T \\ m_1(n'_2)^T & m_2(n'_2)^T & \cdots & m_p(n'_2)^T \\ \vdots & \vdots & \vdots & \vdots \\ m_1(n'_r)^T & m_2(n'_r)^T & \cdots & m_p(n'_r)^T \end{bmatrix} \begin{bmatrix} v'_1 \\ v'_2 \\ \vdots \\ v'_p \end{bmatrix} \right\|_\infty
\]
in which the $r$ stands for the number of rows of matrix $M'$, the same as the number of transmission lines.

The full information special case is also considered in AFC problem that for future smart grid fast measurement units may be installed at every bus in the electric power system. As a result, the system operator would obtain the observability of the states on each transmission line. With the flow deviations $F[k+1] - F[k]$ fully monitored, the secondary control could be designed on real-time to minimize the system-wide worst transmission line power flow deviations.

$$\min_u \| M'(P_{k+1} - P_k) + N'(u'[k+1] - u'[k]) \|_\infty. \quad (25)$$

In this case, flow deviations before secondary control is taken into action is resulted from the disturbances $M'(P_{k+1} - P_k)$ only. They are all measured by PMUs and sent to the control center for designing secondary control on real-time. Control signal is then transmitted to each participating generator to adjust its set-point of primary real power control. The same as the complete information problem (14) in AVC, (25) could also be regarded as a benchmark comparison with the solution and control performance of the less information cases.

4.1 Illustration of the AFC Design on a Small 5-bus Electric Power System

In this section, robust AFC proposed in this chapter is illustrated by again using the 5-bus power system (Figure 2).

In this system, let load 5 have real power fluctuation around the nominal point. The robust AFC could be stated as a question that whether the fast measurement PMU should be installed at G2, G3, load 4 or load 5 to send feedback information of the pilot point to control generators G2 and G3. G1 is not participating since the algorithm is established on the basis of distribution factor $D_f$ which excludes the reference bus (the role of G1 in this 5-bus example). The optimization problem (24) is solved off-line for limited information case to select the best location of the PMU by considering different options (on load 4 and 5) and comparing the results. Phase angle of the selected pilot-point is measured by the PMU and sent to control generators G2 and G3 when secondary control is needed. After receiving the signal of phase angle deviation, G2 and G3 will then adjust their set-points of real power primary control based on (21). For the complete information case, power flow deviations on all of the 6 transmission lines are monitored by PMUs which have been installed on the two ends of each transmission line. By solving (25) on real-time given the measurement from PMUs,
the optimal control signals for G2 and G3 are obtained and sent them through communication channels. There is an obvious increasing of measurement devices and communication channels from the limited information case to the complete information case, and in order to monitor the whole set of transmission lines, even PV buses need to install PMUs. This problem needs to be addressed for the cost-effectiveness of a secondary control infrastructure with given number of PMUs.

4.2 Transferring Control Objective Function to Linear Programming Problem

In this section, the optimization problems in (24) and (25) are transferred into LP problems with the same approach discussed in section (3.3). The standard LP form for these two optimization problems is:
\[
\begin{align*}
&\min_{u'} t' \\
&\text{s.t.} \\
&w_i' + n_i'u' \leq t' \\
&-w_i' - n_i'u' \leq t' \\
&i = 1, 2, ..., r
\end{align*}
\]

where \(w_i'\) in general stands for the \(i\)th element of the first vector in the \(\| \cdot \|_\infty\) of (24) and (25). \(u'\) is the vector corresponding to control. \(n_i'\) stands for the \(i\)th row of the matrix that maps \(u'\) to the voltage deviation in both of these two objective functions. \(r\) is the number of transmission lines being regulated.

5 A Multi-Layered Clustering Algorithm for Determining Secondary Control Zones

A possible implementation of robust AVC or AFC for large-scale systems raises several questions concerning basic communication and control architecture. The choice of architecture determines the underlying computational complexity. There are two basic approaches. The first approach is to consider a large power system as one single control area and perform off-line optimization to determine the best locations for a given number of PMUs; control gains are computed assuming all controllers communicate with the PMUs. The second approach is to consider a large electric power system as an interconnection of several weakly connected subsystems. The best locations and control gains are computed for each subsystem separately as a stand alone system. This is again similar to the AGC in which each control area responds to its own imbalances by controlling its own resources. However, the AVC problem for large-scale system is generally more complicated because it requires decomposing the system into reactive power control zones according to the electrical characteristics of the transmission system. Moreover, voltage deviations within a zone are generally more locally characterized than the frequency deviations within a control area. Because of this there is a definitive challenge of selecting the most effective locations for the voltage measurements for each reactive power zone. For the AFC problem, in the work of this report, it is intending to use the first approach mentioned before because the objective of AFC is to regulate the transmission
line flow deviations so to cluster the large system into several groups of buses and let each group control its own flow deviations in secondary level will definitely lose the control on tie-lines that interconnect the subsystems together. The regulation on interconnection tie-line flows is actually concerned a lot by power engineers and even part of the function of AGC is to compensate the effectiveness of tie-line flow deviations around the pre-scheduled operating point. Consequently, in AFC, controlling the tie-line flow deviations cannot be ignored and it’s better to consider the as one control area.

5.1 Numerical Problems With A Single-Layer Clustering Algorithm

In this section we introduce a new algorithm for clustering a large-scale system into reactive power zones. Once these are computed, the method for selecting best PMU measurements in each control area is used based on the algorithm described above. The proposed algorithm draws on the early work in [20] and [21]. The algorithm in [21] is applied to the decoupled reactive power Jacobian matrix $B$ in Equation (1). The original algorithm starts by identifying buses in each zone by finding the weakest transmission elements connected to each bus. Those transmission lines with susceptance weaker than certain pre-determined value are eliminated and groups of buses which are isolated from each other are clustered into separable zones. We refer to the original method in [21] as $\alpha$ clustering. In short, it comprises the following steps:

1. Choose the cutoff value $\alpha$.

2. Search for the largest diagonal element of matrix $B$ which is called $d$.

3. Normalize $B$ by dividing every element by $d$.

4. For each row $i$ of the normalized matrix $B$, rank the absolute values of the off diagonal elements from smallest to largest. Then the elements with the smallest absolute values are eliminated from each row $i$ until the sum of eliminated elements is close to but still smaller than cutoff value $\alpha$.

5. Groups of buses which are still interconnected after the weakest branches connected to each bus are eliminated form weakly connected separable reactive power zones.
This algorithm is repeated by pre-setting a table of different values for $\alpha$, by trying each $\alpha$ from the table and selecting the decomposition which best meets the clustering specifications, such as the desired number of groups and/or number of buses; i.e., size, of each group.

However, the original clustering algorithm generally experiences implementation problems. In particular, the method is quite sensitive to the choice of $\alpha$. If $\alpha$ is too large, every bus becomes a subgroup; and if $\alpha$ is too small, the entire system is hard to be broken into pieces. To overcome this problem, we propose next a multi-layered algorithm which continues to divide the largest subgroup resulting from the last clustering step until each subgroup has nearly equal size.

### 5.2 A Novel Numerically Stable Multi-Layered Clustering Algorithm

Typically, the single-layer algorithm results, at best, in several rather large subgroups and many relatively small subgroups for any chosen $\alpha$. For several implementation reasons, it is much more desired to have zones of relatively similar size no larger than 100 buses or so, even for very large systems. Given this design objective, we propose the following multi-layered clustering algorithm. Each single layer subgroup is further decomposed multiple times until the desired specifications are reached. The implementation is as follows:

1. Find the largest subgroup $k$ of the system. (At first step the largest subgroup is equal to the system itself).

2. Implementing the single layer method for the largest subgroup corresponding to a given cutoff accuracy $\alpha$. This requires to select the cutoff value $\alpha$ and implement the single-layer clustering algorithm to group $k$.

3. Managing "missing buses"—The resulting sub-matrix after Step 2) may have some rows which have no off-diagonal elements which means no connection to any other bus because the $\alpha$ was chosen too large. These rows represent the "missing buses". This requires identifying the missing buses and determining whether they have any connections with the existing subgroups. If a specific missing bus has a connection with the existing subgroups, it gets removed from the missing bus set and integrated into the subgroup with which it has the strongest connection according to electrical distance matrix $B$. This generally leads to a size increase of the existing subgroups. If the missing bus has no connections to the existing subgroups, continue to find
the next missing bus which has interconnection with an existing group.

4. If the set of missing buses is empty, it means the disconnected missing buses all gets integrated to a subgroup and one could continue to next step. Otherwise, it should take a step back to 3.

5. Specify value $m$ which defines the minimal number of buses one group should have, and compare the size of each subgroups obtained from step 4. For the groups whose size are larger than $m$, no further action is required. For each group whose size is smaller than $m$, compare the electrical distance of its connection to all existing subgroups and integrate it into the one to which it has the shortest electrical distance.

6. Check if the subgroups obtained in Step 5 meet the requirement of being of a similar size, which is to evaluate if the smallest subgroup is larger than the pre-specified minimal size. If yes, stop; if no, go back to Step 1 and repeat from 1 to 5.

Once the clustering is done, a re-numeration is done to define Jacobian matrices corresponding to each subgroup (zone). This is to simply select from the original matrix $B$ rows and columns corresponding to each bus in the zone. Once the zonal Jacobian matrix is determined, finding the best PMUs locations and optimal control gains for each subgroup is carried out based on the algorithm introduced in Chapter 3.

6 Communication Architecture for the Implementation of PMU-based Secondary Controls

In this chapter, measurement and communication issues are discussed for the implementation of PMU-based AVC and AFC. A brief introduction to the features of PMUs is made in the beginning. Communication infrastructures are then proposed for the transmission of pilot-points PMUs measurement signals and the control signals.

6.1 Introduction to Phasor Measurement Units

Modern phasor measurement systems could trace their origin to the development of the Symmetrical Component Distance Relay (SCDR) in the early 1970s. SCDR was developed to use symmetrical
components of voltages and currents in order to convert the 6 fault equations of a three phase transmission line into a single equation because the microcomputers of that period were not capable enough to handle the requirement of a distance relay algorithm. Although the SCDR was no longer used later on as the blooming of computer technology and engineering to measure the positive sequence voltages and currents of a power grid was reserved from SCDR as the backbone of most power system analysis programs [11, 1].

In early 1980s the Global Positioning System (GPS) was deployed and provides a globally valid time reference to electric power engineering. This means that measurements taken, or phasors computed via a time reference at one location would become globally valid to be used both in local computation and the computations at other locations by sending the data through a communication link. When the number of installed GPS functioned phasor measurement devices is large enough to measure the full states of the whole power grid, with the time stamped positive sequence measurements, the system operator will be provided instantaneous pictures of the states of the power system in each updating time step.

Phasor Measurement Units (PMUs) are well-known as the representative of the GPS functioned phasor measurement devices introduced above. They use the GPS signal to synchronize the sampling clocks so that the calculated phasors would have a common time reference. With the updating frequency up to 30 Hz, sensor network that is comprised of PMUs enables the system operator to access the whole system states on real-time. The first PMU was developed in the Power System Research Laboratory of Virginia Tech (Figure 3).

In electric power engineering, the sinusoid wave with fundamental frequency is represented as ‘phasor’ which has a magnitude equal to the magnitude or the root-mean-square (rms) of the sinusoid wave and a angle equal to the angle between starting time point \( t = 0 \) to the closest peak of the wave (shown as Figure 4). The mathematical expression of phasor is:

\[
A \cos(\omega t + \delta) = \frac{A}{2} e^{i(\omega t+\delta)} + \frac{A}{2} e^{-i(\omega t+\delta)} = \text{Re}\{A e^{i\delta} e^{i\omega t}\}. \quad (27)
\]

where phasor can be simply refer to \( A e^{i\delta} \).

As it has been introduced, PMUs sample the sinusoid voltage wave and calculate its phasor based on the sampled data. The most commonly used method to calculate phasors is that of Discrete Fourier Transform (DFT) which is shown in Figure 5. The sampling clocks are usually
Figure 3: The First PMU Developed in Virginia Tech in 1980s [1]

Figure 4: Illustration of Sinusoid Wave and Its Phasor Representation
kept at a constant frequency even though the input signal frequency may vary by a small increment around its nominal value. Let \( N \) to be the number of sampling and \( \theta = 2\pi/N \) (\( \theta \) is defined as the sampling angle in terms of the period of the fundamental frequency component). The phasor after \( N \) sampling (from 0 to N-1) is derived by summing up all of the samplings.

\[
X^{N-1} = \frac{\sqrt{2}}{N} \sum_{n=0}^{N-1} x_n (\cos(n\theta) - j \sin(n\theta))
\]

\[
= \frac{X_m}{\sqrt{2}} e^{j\delta}
\]

(28)

where \( X_m \) represents the magnitude of the phasor. \( \delta \) is the angle of the phasor.

![Figure 5: Estimation of Phasors from Sampled Data Using Discrete Fourier Transform [1]](image)

### 6.2 Communication Architecture for Secondary Level Control in Different-Amount-of-Information Cases

In this section, the communication architectures of different types of secondary level control are proposed.
In the first place, the communication architecture of secondary level AGC is reviewed in Figure 6. With this measurement and control infrastructure, the Area Control Error (ACE) is calculated on the control center computer based on the measurement of area frequency and power flow on the interconnection tie-lines (sent through the bold dashed lines). Control signals for each participating generator is then sent from the control center through the light dashed line.

In the second place, similar to that of AGC, the communication architectures of AVC are proposed for the cases with limited information and full information respectively. In Figure 7, one pilot-point is selected throughout control area 1. Voltage deviation on that bus is measured by PMU and sent directly to the control generators, since the feedback control gains have already been designed and set up off-line. By comparison, the architecture of AVC with full information (PMUs on all load buses) is shown in Figure 8. In this case, much more measurement is needed than the limited information case. Voltage deviations on all load buses are monitored and sent to control center where the optimal control is determined on real-time. Through the communication channels from control center to control generators, the control signals are then distributed.

In the third place, the communication architectures of limited and full information AFC are proposed. As it was discussed in the beginning of Chapter 5, the measurement and control infrastructure is designed in a centralized way, in order to monitoring and control the power flow deviations on both intra-area transmission lines and inter-area transmission lines. This is the major difference between the communication architecture of AFC and AVC. Seen from Figure 9 and 10, one can learn that the measurement of pilot-point phase angle deviation is sent to control generators in the whole system, rather than any specific control area; while in the full information case, a control center computer takes the responsibility to collect the flow deviations of all transmission lines and design and send over the optimal control signal to each generator in the system.

7 Experimental Simulation Studies

The robust AVC and AFC are both applied to the equivalently reduced Northeastern Power Coordinating Council (NPCC) [22] power system model for simulation studies. The test system shown as Figure 11 has 36 buses with generator on each bus.

Define the same sets of control and disturbance sources for both AVC and AFC in Table 1 (represented in terms of bus numbers).
Figure 6: Communication Architecture of Conventional ACE-based AGC

Table 1: Bus-types of the Tested NPCC Power System

<table>
<thead>
<tr>
<th>Control Generators (PV Buses, the Source of Control)</th>
<th>Under-control Buses (PQ Buses, the Source of Disturbance)</th>
</tr>
</thead>
<tbody>
<tr>
<td>77950, 1, 75405, 79800, 74347, 74327, 79581, 70002, 71786, 71797, 72926, 73106, 73110, 87004, 80001, 80031</td>
<td>5028, 73171, 73663, 74316, 74341, 74344, 75050, 75403, 76663, 77400, 77406, 78701, 78702, 79578, 79583, 79584, 80101, 80121, 81615, 84819</td>
</tr>
</tbody>
</table>
Figure 7: Communication Architecture of AVC with Limited Information

Figure 8: Communication Architecture of AVC with Full Information
Figure 9: Communication Architecture of AFC with Limited Information

Figure 10: Communication Architecture of AFC with Full Information
Figure 11: One Line Diagram of the Equovalenced NPCC 36-bus Power System
7.1 Simulation Studies of Robust AVC on NPCC Power System

To test the robust AVC, disturbances which satisfy the Gaussian Distribution (with 0 mean and 1 variance) are applied to all of the under-control buses in each time step. System with 1 or 2 pilot points for the limited information case is studied separately. Best locations of pilot-points and the accordingly determined optimal control gains are listed in Table 2. Secondary voltage control is done by adjusting the set-points of reactive power output in every 1 second.

Table 2: Pilot-points Locations and Optimal Control Gains for the Robust AVC in NPCC System

<table>
<thead>
<tr>
<th>Pilot-Points</th>
<th>One Pilot-point Case</th>
<th>Two Pilot-points Case</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>84819</td>
<td>76663</td>
</tr>
<tr>
<td>-9.9649</td>
<td>5.4075</td>
<td>-1.8910</td>
</tr>
<tr>
<td>-233.0749</td>
<td>-90.3935</td>
<td>79.3448</td>
</tr>
<tr>
<td>-40.2326</td>
<td>12.9060</td>
<td>-27.6816</td>
</tr>
<tr>
<td>41.2642</td>
<td>-35.1306</td>
<td>35.2771</td>
</tr>
<tr>
<td>201.0228</td>
<td>83.7581</td>
<td>-86.3241</td>
</tr>
<tr>
<td>Optimal</td>
<td>15.3564</td>
<td>-4.1015</td>
</tr>
<tr>
<td>Control</td>
<td>58.7163</td>
<td>-16.4325</td>
</tr>
<tr>
<td>Gains</td>
<td>-338.4963</td>
<td>-129.8559</td>
</tr>
<tr>
<td>-473.1144</td>
<td>-215.6334</td>
<td>-148.0765</td>
</tr>
<tr>
<td>336.6767</td>
<td>-34.8111</td>
<td>84.4063</td>
</tr>
<tr>
<td>151.8212</td>
<td>256.1425</td>
<td>23.9141</td>
</tr>
<tr>
<td>-527.0534</td>
<td>71.3323</td>
<td>-297.4287</td>
</tr>
<tr>
<td>645.4015</td>
<td>29.5126</td>
<td>317.2308</td>
</tr>
<tr>
<td>-338.0668</td>
<td>-129.8559</td>
<td>-109.4231</td>
</tr>
<tr>
<td>-28.9580</td>
<td>-11.6049</td>
<td>10.5291</td>
</tr>
<tr>
<td>11.6139</td>
<td>3.3268</td>
<td>-1.8613</td>
</tr>
</tbody>
</table>

In Figure 12, the 1 and 2 pilot-points limited information case and the full information case are shown together. Through comparison among these cases with different amount of information of the system, the black curve shows the benchmark of the robust AVC with each load bus monitored by PMU. During every control step, the full information control is able to regulate the system-wide
worst voltage deviation within the ±5% criteria. While in the limited information case, 2 pilot-points control (red curve) performs worse than the benchmark but much better than 1 pilot-point case (dark green curve). It is obvious to conclude that if the system is considered as one control area without clustering, the more information provided to AVC, the better it will perform.

In the following experiment, the NPCC system is clustered into 3 sub-systems by using the Multi-layered Clustering Algorithm proposed in section 5.2. Result is shown in Figure ??'. It supports the verification of the clustering algorithm because buses in each sub-system are geographically located close to each other, which is consistent to the localized characteristic of reactive power and voltage problem. Secondary voltage control is re-designed based on the structure which has 3 sub-systems. For every subsystem, pilot-point and optimal control gains are determined by solving (16) separately. In the simulation studies of this report, 1 PMU is assigned to each area, which means the whole system has had 3 PMUs installed. Figure 14 presents the control performance. Comparison between Figure 12 and 14 indicates that even with less PMUs, control designed by considering the NPCC power system as 1 control area gives better results than the one which considers the system as 3 subsystems through clustering. One reason of this might be the electrical distances between interconnected buses are all close to average. So ignoring some relatively weaker interconnections the 3 subsystems actually lose much mutual impact in between. Since the control gains for each area are independently designed but when they are applied to control the real-time voltage deviations the system itself is still running as a whole, ignoring interconnections which are relatively weak but in fact not weak enough may cause the sub-optimal design of control gains. As a result, the clustering-based control with sub-optimal control gains would be performing worse than the control that takes the system as 1 area. At this point, more work needs to be done to apply the clustering-based control to other test systems with larger-scale than NPCC.

7.2 Simulation Studies of Robust AFC on NPCC Power System

To study the implementation of the robust AFC on NPCC power system, Guassian disturbances with 0 mean and 0.01 variance are applied to the PQ buses in each time step also. Smaller variance is used here than the test for robust AVC because power flow deviations on tie-lines are much more sensitive to load disturbances than voltage. In order to limit flow deviations within the ±5% reliability criteria, AFC is supposed to be operated before the magnitude of disturbance increases
Figure 12: Robust AVC Applied to NPCC in both Limited and Full Information Cases
Figure 13: The Multi-layered Clustering Algorithm Applied to NPCC Power System
Figure 14: Robust AVC Applied to NPCC after Clustering
to a small tolerance value. In this case of study, the control is activated in every second. By solving (26) with different combinations of pilot-points, best locations of PMUs and the optimal control gains are designed. The results are demonstrated in Table 3 and Figure 12. It does not show much improvement achieved from the most limited information case (1 pilot-point) to the complete information case (all buses taken as pilot-points). This indicates a cost-effective way of applying the robust AFC. With a small number of PMUs installed on the pilot-points, the close-loop secondary control performance could be close to the benchmark; while much less effort has to be put the communication architecture. Also, more work needs to be done to verify the capability of the AFC in regulating power flow deviations on power systems with larger-scale than NPCC.

Table 3: Pilot-points Locations and Optimal Control Gains for the Robust AFC in NPCC System

<table>
<thead>
<tr>
<th>Pilot-Points</th>
<th>One Pilot-point Case</th>
<th>Two Pilot-points Case</th>
</tr>
</thead>
<tbody>
<tr>
<td>77406</td>
<td>-11.3918</td>
<td>8.4138</td>
</tr>
<tr>
<td>75403</td>
<td>25.9149</td>
<td>3.9036</td>
</tr>
<tr>
<td>77406</td>
<td>15.1789</td>
<td>4.9733</td>
</tr>
<tr>
<td></td>
<td>-7.5338</td>
<td>-7.3872</td>
</tr>
<tr>
<td></td>
<td>-11.4397</td>
<td>1.4622</td>
</tr>
<tr>
<td>Optimal</td>
<td>2.1830</td>
<td>0.6560</td>
</tr>
<tr>
<td>Control</td>
<td>-26.7827</td>
<td>2.7586</td>
</tr>
<tr>
<td>Gains</td>
<td>-1.6857</td>
<td>-1.1376</td>
</tr>
<tr>
<td></td>
<td>-4.6764</td>
<td>3.3680</td>
</tr>
<tr>
<td></td>
<td>18.8971</td>
<td>-0.1432</td>
</tr>
<tr>
<td></td>
<td>-2.1021</td>
<td>3.1767</td>
</tr>
<tr>
<td></td>
<td>1.0401</td>
<td>14.8947</td>
</tr>
<tr>
<td></td>
<td>-13.4725</td>
<td>5.6898</td>
</tr>
<tr>
<td></td>
<td>7.9034</td>
<td>3.7636</td>
</tr>
<tr>
<td></td>
<td>-32.7192</td>
<td>3.3359</td>
</tr>
</tbody>
</table>
Figure 15: Robust AFC Applied to NPCC in both Limited and Full Information Cases
8 Conclusions

8.1 Contributions of This Report

This report presents the first work of using PMUs to design robust AVC and AFC to compensate hard-to-predict disturbances in secondary level. Both methods are based on the minimization of $L_\infty$ norm in order to regulate the system-wide worst deviations of load voltages and transmission line power flows. To solve the objective functions effectively, they have been equivalently transferred into Linear Programming problems which have had well developed algorithms to find the optimum. A novel multi-layer clustering algorithm is proposed to decompose a large-scale system into several small but close-sized control areas for the robust AVC because of the localized characteristic of reactive power and voltage problem. However, the robust AFC is intending to take the centralized scheme without clustering since decomposition may cause the loss of the system structure which actually needs to be concerned significantly. Measurement and communication architectures are designed for AVC and AFC with feedback information provided by PMUs. The architectures are different between the limited information case and complete information case. In the complete information case which is corresponding to a benchmark secondary control algorithm, much more efforts should be put on building the measurement and communication infrastructure than the limited information case. This cost needs to be considered together with the performance in control side to decide a cost-effective solution for the AVC and AFC implementation in real power grid.

The idea and problem of these robust AVC and AFC are roughly illustrated in a 5-bus small power system. Simulation studies on the application to a highly aggregated NPCC power system model show more detail about the performance and potential of those two secondary controls. In the centralized way, the performance of AVC gets improved by increasing the number of installed PMUs; while the AFC is able to ensure the reliability criteria with only 1 PMU and does not get much improvement by increasing the amount of measurement. This is again because of the localized characteristic of reactive power problems and globalized characteristic of real power problems. Since it is localized, AVC needs more PMUs to be allocated on different sub-area of the system. By contrast, to deal with the globalized real power problem, AFC only needs a little information to design a well performed system-wide control.
8.2 Future Work

As it was mentioned in the context of this report, one future work would be to test the PMU-based robust AVC and AVC on actual utility systems. Much the same way as with AGC, once the manageable zones and the right output variables and control gains are designed, the size of the system is not critical. Moreover, larger-scale system with several weakly interconnected sub-areas is an applicable test field for the multi-layered clustering algorithm. Comparison could be made between the decentralized controls based on the natural control zones and the control zones given by the clustering algorithm proposed in this report. Serious effort will be needed to obtain the data, and set up the measurements in the field ultimately to verify their performance.

In longer-term, we see that the use of AVC and AFC, could have potential savings in the amount of spinning reserve necessary to meet the \((N-1)\) reliability criteria. The future work also is planned to study the effectiveness of applying multiple PMUs measurements per each zone, and to explore whether it would be possible to generalize these schemes for managing line contingencies.
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1. Introduction: PMU Based Substation Voltage Controller

Coordinating the reactive power resources towards maintaining an optimal voltage profile is one of the major operational responsibilities for every power system [1], [2]. The local character of the voltage control, the diversity of the control means and the interaction among them makes this task particularly difficult. In many European countries and in China, hierarchical voltage controllers have been proposed and implemented for automatically controlling the voltage profile of the transmission network by using different notions of primary, secondary and tertiary voltage controls [3]-[10]. Pilot automatic voltage control projects have been implemented in the past at Bonneville Power Administration [11] and PJM Interconnection [12]. Much of the voltage control actions in North America are coordinated by operators by switching in or out shunt capacitor banks or reactor banks, as well as by adjusting transformer taps as needed. With large installations of synchrophasors across the North American power system and around the world, there is growing interest in developing control applications based on synchrophasors [13]. This report discusses a voltage controller for substations that mostly uses local PMU measurements.

In Section 2, a new real-time voltage stability monitor from [14] is summarized that uses local PMU measurements to derive a voltage security index. In Section 3, sensitivity results from Section 1.1 are extended towards developing a PMU based substation voltage controller.
2. PMU Based Voltage Stability Monitoring

The objective of the section is to estimate the proximity of the system operating condition to static voltage instability limit in the sense of the classical QV margin at any bus by using a few PMU measurements.

2.1 VSA Index and Its Motivation

Here Voltage Security Assessment (VSA) index $\Gamma_i$ for bus $i$ is defined as the slope of the QV curve:

$$\Gamma_i = \frac{\Delta Q}{\Delta V_i} = \sum_j \frac{\Delta Q_{ij}}{\Delta V_i}$$

(1)

where $\Delta Q_{ij}$ represents reactive power change for each transmission line or transformer (equivalent line mode) connected with this bus. Notice that the lines are pointed to the ones in service before and after that change. $\Delta Q_i$ is an incremental change in bus injection at bus $i$.

The well-known fact is that power flow Jacobian becomes singular when the system is at a static saddle-node bifurcation. Hence, the slope at the critical point of Q-V curve will be infinite. Or, the VSA index $\Gamma_i$ will approach zero in the sense of parameter variation of $Q_i$ at bus $i$ when the variation induces a saddle-node bifurcation at the nose of the QV curve.

As for the complementary limit induced bifurcation case introduced in [15], the slope $\Gamma_i = \Delta Q_i / \Delta V_i$ will likely stop at some small value instead of approaching zero when the parameter variation induces the limit induced bifurcation.

Figure 2 and Figure 3 show these two bifurcation cases in Q-V curves and the index vs. Q. Figure 1 is for bus 12 of New England 39-bus system. This is a saddle node bifurcation case. At the critical node of Q-V curve, the tangent of critical node of Q-V curve is almost vertical. Correspondingly, $\Gamma_{12}$ is 1.18 which is very close to “0”. Figure 3 is a complementary limit induced bifurcation case from IEEE 300-bus system. For bus 14, the power flow fails when its reactive load is approximately 470 MVAR. From Q-V curve, the slope around the critical node is apparently not infinite. This result is reflected very well on the “small” value of $\Gamma_{14}$ which is 7.01 at the limit.
Figure 1. Saddle node bifurcation example

Figure 2. Complementary limit induced bifurcation example
Naturally and consequently, we conjecture the following rules only using this global index \( \Gamma_i \) to assess the system voltage security at any bus \( i \).

**The index \( \Gamma_i \) can assess bus voltage security by the following statements:**

- A “high” value of \( \Gamma_i \) indicates a “strong” bus in terms of being distant from static voltage instability limit.
- If there is any bus with \( \Gamma_i \) value near “0", the system is close to static voltage stability limit related to saddle-node bifurcation, and the bus with the lowest \( \Gamma_i \) is likely in the critically voltage stressed part of the system.
- If one system has the bus whose \( \Gamma_i \) is less than some critical value, say “\( \Gamma^*_i \)”, and then the system may be vulnerable towards voltage instability caused by either of saddle-node or limit induced bifurcations. We need to pay attention to this system voltage security.

In other words, no matter which static bifurcation the system will encounter, the system is operating in voltage unsecure region and reactive power support needs to be corrected, if some bus has low \( \Gamma_i \). In the next section, we propose techniques for computing \( \Gamma_i \) from real-time PMU measurements.

### 2.2 VSA Index from PMU data

In this section, we plan to estimate the QV slope \( \Gamma_i \) from real-time PMU data by individually estimating QV line sensitivity on each of the lines connected to bus \( i \) and by taking the sum:

\[
\Gamma_i = \frac{\Delta Q_i}{\Delta V_i} = \sum_{j} \frac{\Delta Q_{ij}}{\Delta V_i}
\]

Philosophically, we are processing line sensitivities to detect proximity to static stability limits as in [16]. However, our approach is clearly different because we are directly extracting the QV slope \( \Gamma_i \) from the line sensitivities by the sum (1). The subsequent relationship of \( \Gamma_i \) to system static stability limit is well-defined as discussed in 2.1. Moreover, the novel contribution of this paper is the direct estimation of the line sensitivities \( \Delta Q_{ij}/\Delta V_i \) from PMU data by exploiting fundamental nature of power system causality.

There have been many other recent papers (e.g., [17]) on voltage stability monitoring using PMU data which all use a combination of system model data (such as line parameters and state estimation solution) together with PMU data. Whereas our approach proposed in this paper is purely based on PMU measurement data and does not need system model information for real-time voltage stability analysis.

First, let us try to extract the slope \( \Delta Q_{ij}/\Delta V_i \) for some transmission line from the sample recorded PMU data which is from an actual PMU in the eastern system. Looking at Fig 3,
a statistical fit of a linear slope on the QV data for the line shows the slope to be near zero. Even the density plot does not point to any meaningful slope $\Delta Q_{ij}/\Delta V_i$ for this line.

Figure 3. V-Q data points and the density plot for 10 seconds of PMU data

However, based on capacitor bank switching near the bus, we could conclude that the slope $\Delta Q_{ij}/\Delta V_i$ was definitely not zero. The apparent inconsistency why the statistical fit failed to reveal the slope could be explained by causality of Q-V relationship. In the real system, note that there are actually two slopes $\Delta Q_{ij}/\Delta V_i$ related to the transmission line from bus i to bus j. Whether the change in line-flow is affected by changes in sending end of the line or the receiving end of the line will result in two different slopes with opposite signs. Therefore, the slope can be estimated only by first dividing the data into two sets accordingly as shown next.

Figure 4. The V-Q relationship for reactive power Qij to bus voltage Vi
When the same data in Fig 3 is split according to positive slopes and negative slopes, we can clearly see the trend of the data points lining up along a definite positive slope versus a clearly defined negative slope for the sensitivity. Using statistical analysis, the two slopes can then be estimated. The slopes from these “ambient” PMU responses also match very well with sensitivities calculated from discrete switching events.

![The Increasing slope set](image1)

![The decreasing slope set](image2)

Figure 5. Points of V-Q with increasing and decreasing slopes

### 2.3 Example based on actual PMU data

This is a test set of PMU data where the line-flow shows a jump around 35 seconds as in Figure 6. Figure 7 shows the PMU data subsets after data split for the time-period between 30s and 40s. Table 1 summarizes the results of data analysis. In Table 1, $\alpha$ denotes the estimated positive slope while $\beta$ denotes the corresponding negative slope for the QV sensitivity $\Delta Q/V_i$ for this line. The value $\alpha_{\text{Jump}}$ is the positive slope for $\Delta Q/V_i$ calculated directly from the discrete event near time 35 s and this value serves as a reference to crosscheck the results of statistical analysis for $\alpha$ and $\beta$ in Table 1. We observe that the estimated slopes match well with the slope calculated from discrete jump especially for the longer span of PMU data over ten second intervals.
Figure 6. Time-plots of $V_i$ and $Q_{ij}$ for the time period from 0s to 50s

Figure 7. $V$-$Q$ data pairs for the time period 30s-40s after Data Split

Table 1. QV Line Sensitivities from PMU data after data split

<table>
<thead>
<tr>
<th>Sensitivity</th>
<th>0s-1s</th>
<th>0s-10s</th>
<th>30s-31s</th>
<th>30s-40s</th>
<th>40s-41s</th>
<th>40s-50s</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>38.66</td>
<td>38.41</td>
<td>49.51</td>
<td>41.29</td>
<td>28.91</td>
<td>36.11</td>
</tr>
<tr>
<td>$\beta$</td>
<td>-22.42</td>
<td>-28.40</td>
<td>-42.01</td>
<td>-30.36</td>
<td>-27.88</td>
<td>-40.67</td>
</tr>
<tr>
<td>$\alpha_{jump}$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>42.33 around 35s</td>
</tr>
</tbody>
</table>
Based on similar analysis, the line sensitivities $\Delta Q_{ij}/\Delta V_i$ can be calculated for each of the lines connected to bus $i$ giving us the net sum $\Gamma_i$ in (1) which is then the VSA index for bus $i$. Whenever the value $\Gamma_i$ goes below a predefined threshold, say “$\Gamma_i^* = 10$”, the system near the monitored bus is approaching static voltage stability limit as discussed earlier in Section 2.1.

Details on the statistical analysis as well as simulation results on test systems will be presented elsewhere. The algorithms have also been implemented into openPDC platform in a prototype fashion at Tennessee Valley Authority (TVA), and the results will be presented elsewhere.
3. **PMU Based Substation Voltage Controller**

The objective of this section is to propose a Substation Local Voltage Controller (SLVC) that uses mostly local PMU measurements for controlling the local VAR devices at the substation, namely, tap-changing transformers, shunt capacitor banks, shunt reactor banks, and series capacitor banks. The formulation assumes that the bus voltage references or schedules for the substation are specified by a higher level central coordinator [18]. The aim of the local substation controller is to manage discrete VAR resources at the substation to maintain the local bus voltages at the specified voltage schedules.

The benefits of the substation controller are as follows:

1) Automation of the switching operations thus reducing the burden on substation operators.

2) Efficient voltage regulation of different voltage levels while minimizing the number of switching actions. Reducing the number of tap changer operations enhances the longevity of the banks while also reducing maintenance costs.

3) Monitoring and eliminating circular VAR flows among multiple parallel transformer banks at the substation. Circular VAR flows if left uncorrected lead to unnecessary flow of reactive power back and forth among parallel transformers leading to increased heating losses while also depleting valuable VAR resources.

4) Early detection of unusual operating conditions related to highly stressed system scenarios that are seen from significantly different system responses after routine switching events.

![Substation local voltage controller diagram](image)

**Figure 8. Substation local voltage controller**

In general, the substation controller as proposed will need to work hand-in-hand with other local voltage controls such as generator Automatic Voltage Regulator (AVR) and
Static VAR Compensator (SVC). For sake of illustration, we will assume that there is also an SVC at the substation of interest that regulates say the 500 kV bus voltage. For illustration, we assume that the Substation voltage controller will maintain other voltages at the substation, say the 230 kV and 115 kV bus voltages. It is suggested that the controller operate in two operating modes depending on whether SVC is in service or not.

**SLVC Slave mode:** When SVC is in service, the SLVC controller will operate in Slave mode. In this mode, SLVC will monitor and control all available discrete devices while primarily maintaining voltage schedules at 230 kV and 115 kV buses while also keeping SVC VAR output near zero as a secondary control objective. Methodology of mathematical formulation of the Slave mode is presented in Section 3.1.

**SLVC Master mode:** When SVC is not in service, SLVC will take over maintaining voltage schedules of 230 kV and 115 kV and 500 kV bus by controlling all available discrete control devices at the substation. Formulation of Master mode will be discussed in Section 3.2.

The overall framework of SLVC is summarized in Figure 9.

---

**Figure 9. Overview of SLVC functions and the flowchart**
The primary responsibility of SLVC is to maintain the substation bus voltages close to specified voltage schedules. When all voltages are within acceptable tolerances, the controller will look into local VAR issues such as elimination of local circular VAR flows, maintenance of adequate VAR reserves at local SVC device as well as from local shunt VAR devices. An optional functionality is also the ability to issue voltage insecurity alerts or alarms using algorithms previously discussed in Section 2.

### 3.1 SLVC Slave Mode Formulation

SLVC is proposed as a discrete controller that will choose an optimal switching action among all feasible control actions for that control iteration. In this mode, SLVC assumes that SVC is in charge of keeping the 500 kV voltage at near the specified value. Accordingly, SLVC will only monitor and maintain 115 kV and 230 kV voltages.

The controller objectives and priorities are assumed to be:

1. Maintain 115 kV bus voltage within specified range
2. Maintain 230 kV bus voltage within specified range (determined by hierarchical central optimization process [18])
3. Monitor and eliminate circular VAR flows if any exist
4. Keep SVC VAR output within specified range

**Step 0: (Design)**: Formulate the set of possible control actions: a) switching of 500 kV capacitor and reactor banks, b) switching of 230 kV capacitor and reactor banks, c) switching of 115 kV capacitor and reactor banks, e) switching of 500 kV-230 kV transformer banks LTC, f) switching of 230 kV-115 kV transformer banks LTC. The control actions will mostly consist of single discrete actions such as switching in or out of a capacitor bank. Some of the actions can also be "multiple switching" such as: simultaneous switching of parallel transformer banks LTC’s, or changing of multiple taps, or switching of parallel capacitor banks as needed. Basically SLVC design will facilitate the design engineers to pre-specify the set of possible control actions as part of the design formulation.

**Step 1: (Approach)** Control formulation assumes that SLVC can predict (in real-time) the post switching voltage levels and VAR flows on transmission lines connected to the substation for each of the control actions specified by the user in Step 0. As summarized in Section 2, we have developed novel techniques for carrying out such local reactive power-voltage calculations based on real-time QV sensitivities of local PMU measurements. As a back-up measure, we can keep a record of sensitivities of VAR flows and voltages as related to recent control actions (say average effect from the latest two or three switching actions) by continuous monitoring of PMU values. In each control iteration, these sensitivities will be used to identify feasible controls and to rank them.

**Controller iteration**: (Real-time algorithm) Controller is proposed as a simple logical controller that chooses best feasible control action among a user-specified set of candidate control actions by pre-specified design rules:
a) Check for violation of any of the controller objectives 1 through 4 above. If none, wait for next iteration.

b) If in violation, compute post-switching values of bus voltage and VAR flows using sensitivities of step 1 above for each of the candidate control actions in Step 0. Identify feasible control actions that meet all objectives 1 through 4. If no feasible control actions meet all of objectives 1 through 4, identify those actions that meet objectives 1 through 3. If none exist again, find those controls that meet objectives 1 and 2. If none exist, notify the operator that no control actions found. (Or we can relax objective 2 as well and try to meet objective 1 alone on maintaining 115 kV voltage).

c) From feasible control actions of b), eliminate those devices which were switched in the recent past (to eliminate those actions which are not possible from device limitations). We will maintain the last switching time as well as number of switching actions for each of the control actions in step 0 with specified limitations.

d) Rank eligible control actions for suitability to control objectives. Switching out actions will be ranked higher than controls that switch in a device. Switching of shunt/reactor banks may be preferred over tap changes. After these two rules, actions that reduce the circular VAR flows and that reduce SVC VAR output will be ranked higher.

e) Implement highest ranked control action from d). Update switching history of that control action.

f) Verify whether the post-switching values are within acceptable range of predicted post-switching values of b). If actual post-switching values are substantially different, notify the SLVC engineering support and issue alarm to the operator to watch over SLVC.

g) Move to next control iteration with possibly 1 second or two seconds between control iterations.

3.2 SLVC Master Mode Formulation:

The controller objectives and priorities are assumed to be:

1) Maintain 115 kV bus voltage within specified range
2) Maintain 230 kV bus voltage within specified range (determined by hierarchical central optimization process [18])
3) Maintain 500 kV bus voltage within specified range (determined by hierarchical central optimization process [18])
4) Monitor and eliminate circular VAR flows if any exist

Rest of the formulation and controller algorithm is very much like in the Slave mode. Control iteration time may also be made shorter for this mode. Otherwise the algorithm will work exactly as in Slave mode formulation.
4. Conclusions

The report proposes a PMU based substation voltage controller. Novel algorithms for direct estimation of QV line sensitivities from real-time streaming PMU data are proposed first in Section 2. The algorithms are shown to be effective in detecting voltage insecurity scenarios in the power system. Voltage Security Index proposed at each bus is useful to classify voltage strong buses versus voltage weak buses in terms of reactive power support at the bus. In Section 4, initial formulation of a substation voltage controller is proposed. The controller uses QV sensitivity values from Section 2 to carry out local power-flow like calculations to predict expected bus voltage levels after discrete switching actions. The substation controller then coordinates the switching of local VAR devices to manage the discrete VAR devices at the substation towards maintaining voltage schedules for different voltage levels at the substation. Future research is indicated on two-level control formulations that may include central higher-level coordinator and many local substation controllers such as discussed in [18].
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1. **Introduction**

1.1 **Background**

Static security assessment for a power system involves real-time contingency analysis, which requires an accurate network equivalent to be maintained and used to represent the external system. The results of contingency analysis will determine whether or not further corrective actions have to be taken in order to ensure that the system remains in the normal and secure operating state. Any errors in the contingency analysis will therefore lead to incorrect decisions with regards to the current and forecasted operating state of the system.

Topology of the system is determined based on the telemetered status of circuit breakers and switches. The dynamic data such as analog and digital measurements along with static data like branch parameters are used in network configuration and state estimator to estimate the real-time condition of the network.

If a switch or circuit breaker is part of the model, but it is not remotely monitored, its open or close status may be incorrectly reported. Such situations will lead to topology errors for all the application functions that rely on the system model provided by the topology processor. Topology errors associated with branches in the external system are even harder to detect and identify due to the limited number of real-time measurements received from the external system.

Utilizing synchronized measurement devices such as phasor measurement units (PMUs) can potentially help to alleviate such problems, improve chances of identifying external line outages and subsequently increase the accuracy of the overall static security analysis.

So far, several methods to detect and identify measurement [1-4] and topology errors [5-13] have been proposed and documented in the literature. Others have investigated the problem of detecting branch outages in external systems [14-15]. Recent report on the Blackout of 2003 emphasizes the importance of having the connectivity information about the external system in order to avoid such system failures [16]. Using redundant measurements and the state estimator, breaker status can be estimated as a way to track network topology, provided that such redundancy exists in the available real-time measurements [17-18].

This report proposes an optimization based alternative to track changes in the status of external system branches. The presented approach uses internal system bus phase angles
for both pre-outage, and post-outage stages, as well as the base case topology of the system to identify the external line outage. If available, it incorporates the information from phasor measurements taken from substations in the external system, in order to further improve the topology tracking capability.

Given the fact that system operating conditions change continuously, it is necessary to differentiate between changes due to normal load variations and branch outages. The proposed method is designed to make this differentiation.

Redundancy of measurements and accurate knowledge of network topology are critical factors in estimation of the system state. It is noted that in any inter-connected system, the internal system plus boundary buses constitute an observable island based on the internal system measurements. Hence, those measurements used for the external system, are either pseudo-measurements provided by the load forecasting and/or generator scheduler functions or they may seldom contain actual real-time measurements received through inter-utility real-time measurement exchange.

In either case, due to lack of redundancy, their impact on the internal state estimation will be minimal or null. Since external topology follows the same rule, its impact on internal state estimation is minimal. On the other hand, they may have a significant impact on contingency analysis associated with internal system topology changes; also identified as one of the major reasons in previous blackouts in North America [19]. Since the load and generation changes are gradual, assuming that the measurement scan take place often enough, shift in load or generation usually do not have a critical impact on internal contingency analysis. On the other hand, external topology error may have crucial impact on internal security analysis.

The U.S electric transmission network is an interconnected network where an outage in one state can cause cascading blackouts in other states or neighboring countries [20]. Most of the utility companies in United States have a few PMUs available in their systems whose phasor measurements are available to the internal power system dispatcher in real-time. Therefore it is worth investigating the incremental benefits to be gained by taking advantage of their limited presence in the system. One such advantage would be external topology error detection using real-time internal data along with a few real-time data available through external PMUs which can in turn, help improve the internal security analysis.

It is well documented that knowledge of internal system about the connectivity information of the external system in an inter-connected network is very important for the system operation [16].

This report proposes a new method to identify the external line outage. For simplicity, and illustration, the linear decoupled model of the power system can be used to develop power system model, and extract the formulation. Extracted formulation can be tested
using the synthetic dc data, obtained through calculation, and then the formulation will be modified in such a way that it can be used for the case of using real power flow solutions as well. The presented method in this report is one possible method which uses the local internal phase angles and those phase angles available from external PMUs for both base-case (pre-outage), and post-outage stages, as well as the base-case topology of the system to identify the external line outage.

The report is organized as follows: Section 2 describes the problem overview. Section 2.1 formulates the problem for the case where DC power flow solution is used. Section 2.2 shows the required change in formulation in order to handle the actual AC power flow solution. This is followed by an integer programming problem whose solution identifies the external line outage in section 3. The validation example is represented in this section, where, IEEE 118 bus system as well as IEEE 30 bus system are divided into two sub-systems, representing internal and external systems, and different line outages are simulated in the external system to validate the proposed method.

2. Overview of the Problem

The problem addressed in this report is identification of the external topology change, using the real-time internal state and internal measurements as well as the real-time phasor measurements through external PMUs. The proposed method utilizes the decoupled linear model of power systems to simulate the network. For simplicity, the method is initially used to identify the external line outage using error-free DC data, and then the formulation will be adjusted in such a way that it solves the real power flow solution case as well.

Accurate power system operation requires close monitoring of system topology and measurements. In a given inter-connected power system such as the one shown in figure 1, the internal system is defined as the part of the system which is under study, and the part external to the boundaries of internal system, is defined as the external system. Real-time information about internal measurements and internal topology is available to internal power system dispatcher whereas, very limited information about external measurements and external topology is available to the internal power system operator.

Inter-utility real-time data exchange became a very important application in interconnected systems during past a few decades. Real-time and historical information of any system in wide area networks will be sent to inter-control center, to be used by external systems. (Inter-control Center Communication Protocol) ICCP allows the real-time and historical exchange of information such as circuit breakers status, measurement
data, scheduling data, energy accounting data, and operator messages [21]. Although, each system has a limited access to external system information through ICC, usually this information is not enough to accurately model the external system prior to executing the security analysis for a given system.

Assuming that each subsystem along with its measurements constitutes an observable island, the state of the system can be estimated without having access to any external network measurements or external network topology. On the other hand, execution of the real-time contingency analysis function for the internal system requires the use of an equivalent of the attached external systems. Therefore, inaccuracy in external topology or load/generation may have significant impact on the outcome of internal system contingency analysis.

Although the external network operating conditions also influence the results of internal security analysis, their impact on internal contingency analysis is relatively small due to the fact that the load/generation of a system usually does not change drastically in a short period of time. On the other hand, even a single line outage in the external system may have significant impact on security analysis of the system. Therefore tracking topology changes in the external system is critical for the internal system operator. Since it is currently impossible to have real-time access to all circuit breakers status through ICCP, an approach to identify external line outages based on internal topology and measurements as well as a few real-time external phasor measurements will be very useful in topology tracking.

The problem of topology change identification is initially formulated using the linear decoupled power system model. The formulated problem is solved using an optimization method which will be explained in detail below. The proposed solution method is then tested using simulated measurements obtained using the linear (DC) system model. This formulation will be subsequently revised to account for the more realistic non-linear (AC) system model.

The decoupled power flow model is well defined in [19].

\[
\begin{align*}
J_{11} \Delta \theta &= \Delta P(\alpha) \\
J_{22} \Delta |V| &= \Delta Q(\alpha)
\end{align*}
\]  
(1)
where \( J_{11} \) and \( J_{22} \) are block diagonal entries of the Jacobian. Using the flat voltage profile, (1) can be written as follows:

\[
B \Delta \theta = \Delta P
\]  

(2)

where \( \Delta \theta \) is change in bus angles due to change in \( \Delta P \). \( B \) matrix can be determined using the line status and network parameters. For a given system, \( B \) matrix can be formed as follows:

\[
B = \begin{bmatrix}
    a & b \\
    b & c
\end{bmatrix}
\]

where \( b \) is the susceptance of the line connecting bus \( k \) to bus \( m \). \( a \), and \( c \) are sum of susceptances of all branches incident to bus \( k \) and \( m \) respectively.

In linear decoupled power flow method, effect of a given line outage (\( l \)) can be represented by two power injections at both ends of the removed line.

\[
\begin{align*}
& \text{(a)} \\
& \text{(b)}
\end{align*}
\]

Figure 2. :B matrix for a given system

Figure 3. Simulation of a line outage with active power injection

Therefore, any line outages in the system can be represented as two power injections at ends of the removed line. Also, imposing a change in power injection will lead into alteration in phase angles of the system (2). Since the internal phase angles are always
available to the internal power system dispatcher, the objective of the proposed method is to track the change in internal phase angles and find the corresponding external power injections which may cause such shift in internal phase angles.

Let line \( l \), connecting bus \( k \) to bus \( m \) in the system with \( B \) matrix (as shown in figure 2), be removed. Since the topology of the system is changed, new \( B \) matrix can be defined for post outage system \( (B_1) \). \( B_1 \) is related to pre-outage \( B \) matrix through following equation:

\[
B_1 = B + \Delta B
\]  

Where \( \Delta B \) represents the change in topology of the system and is a matrix with the same size as \( B \), whose entries are all zero except for four entries corresponding to bus \( k \), and \( m \) as shown in figure 4 [22]. Therefore:

\[
\begin{align*}
B\theta_0 &= P_0 \\
B\theta_1 &= P_0 - \Delta P \\
(B + \Delta B)\theta_1 &= P_0
\end{align*}
\]  

(4)

where \( \theta_1 \) is the new angle solution after the line outage. Note that, even though bus injections \( P_0 \) remain the same (see the last equation in (4)), the same angle solution \( \theta_1 \) can be obtained by assuming fixed topology but an equivalent change in injection vector \( \Delta P \) (middle equation in (4)).

\[
\Rightarrow \Delta B\theta_1 = \Delta P
\]  

(5)

where:

\[
\Delta P = [0 \ldots p \ldots -p \ldots 0]^T
\]  

(6)

and \( p \) is the pre-outage flow on the removed line \( (l) \); which can be written in following form

\[
p = b(\theta_k - \theta_m)
\]
The presented method in this report is developed based on the assumption that internal power system dispatcher has access to real-time and historical internal line status, internal MW, and MVAR, as well as base-case external measurements and line status. Having access to the base case external topology and measurements, any internal security analysis can be accurately implemented as long as the external topology and external operating condition remains in the same condition. Any un-reported change in external topology, may lead to crucial errors in internal contingency analysis.

In case of un-reported line outage, the internal power system operator assumes that un-reported line outage is still in place, and therefore the base case equivalent will be used. In case of a change in external topology, the external network equivalent will be no longer valid, and therefore outcome of the subsequent security analysis would be in error.

The topology of the system may change due to planned outages, and seasonal load changes, or due to events such as storms, hurricanes, or lightning strikes. Also, real-time access to the status of all external circuit breaker is currently not fully available; therefore, a method which can identify external line outages (especially major line outages) will help utilities to improve their security assessment.

### 2.1. Linear Formulation

Assuming that enough measurements are available to make the internal system fully observable, real time internal state can be estimated. Hence, real-time phase angles of internal system will always be assumed to be known in this study. Also, it will be assumed that base case external topology and power injections are available while no knowledge about real-time external system phase angles except for those buses with PMUs will be assumed. Therefore, equation (2) can be partitioned into two parts:

\[
\begin{pmatrix}
\Delta P_1 \\
\Delta P_2
\end{pmatrix} =
\begin{pmatrix}
B_{11} & B_{12} \\
B_{21} & B_{22}
\end{pmatrix}
\begin{pmatrix}
\Delta \theta_1 \\
\Delta \theta_2
\end{pmatrix} +
\begin{pmatrix}
\varepsilon_1 \\
\varepsilon_2
\end{pmatrix}
\quad (7)
\]

Top equation is corresponding to the internal system and is identified by index 1, and the bottom part represents the external system in linear decoupled equation and is identified by index 2. As shown in previous section, any change in topology can be modeled with a pair of injections at terminals of the removed line while pre-outage topology in use. With fixed \( B \) matrix, Right hand-side of equation (7), and subsequently \( \Delta \theta_1 \) and \( \Delta \theta_2 \) would be always zero unless a change happens in load/generation of the
As mentioned, real-time access to the external circuit breaker status is not currently possible. Equation (4) through (6) shows that any change in topology of the system can be represented as two power injections at ends of the removed line if the system topology is kept in its base case. This can be formulated as equation (7). Therefore, application of equation (7) can help us to find two ends of the removed line.

Elimination $\Delta \theta_2$ form (7), yields:

$$J = M\Delta P_2 - e \quad \text{(8)}$$

where:

$$\begin{align*}
(B_{12}B_{22}^{-1}B_{21} - B_{11})\Delta \theta_1 + \Delta P_1 &= j \\
B_{12}B_{22}^{-1} &= M \\
e &= e_1 - B_{12}B_{22}^{-1}e_2
\end{align*}$$

Any change in external topology causes shift in internal phase angle. Since the $B$ matrix is assumed to be constant, equation (8) blames $\Delta P_2$ for any change in $\theta_1$. A single external line outage with constant operating condition can be modeled with the pre-outage topology plus two injections at terminals of the removed line (equation (4) through (6)).

Let’s assume that external line $(l)$ connecting bus $k$ to bus $m$ with pre-outage load flow $(p)$ is taken out. Line outage can be simulated with imposing appropriate injections ($p$ and $-p$) at bus $m$ and $k$, to the pre-outage system. This can be written as:

$$\Delta P_2 = (0 \ 0 \ ... \ p \ 0 \ ... \ -p \ 0 \ ... \ 0)^T \quad \text{(9)}$$

Since the topology is assumed to be constant, and due to having access to both real-time and historical information of internal system, the left hand-side of equation (8), as well as the first two terms of right hand side of (8), are always known to internal power system operator.

For a system with $N$ internal buses and $M$ external buses, $J$ is an $N$ by 1 vector, and $\gamma$ is an $N$ by $M$ matrix. $\Delta P_2$ is an unknown vector with zero entries for all external buses except for those corresponding to the ends of the removed line. Using (9), (10) can be written as:
Where $T$ is an $M$ by 1 vector and non-zero entries of $T$ identify both ends of the removed line, and $p$ is pre-outage load flow of the external line outage.

Equation (10) is a non-linear mixed integer programming where both location and values of injections are unknown. This equation should be fed into an integer programming package to be solved. One way to solve (10) is to define new matrices so that $\Delta P_2$ can be represented as multiplication of a floating point by a binary vector. Appropriate matrices can be defined as follows:

\[
J = M_p + e = M_pT + e \quad (10)
\]

\[
M = \Delta p (0 \ldots 1 \ldots 0 \ldots 0) = \Delta p X \quad (11)
\]

Where $\Delta = [M - M]$, and $X$ is a binary vector of length $2Mx1$. Equation (11) can be formulated as follows:

\[
\begin{aligned}
\begin{cases}
\min(\sum |e_i|) \\
\text{s.t.} \quad J = \Delta pX + e \\
\sum_i X_i = 2
\end{cases}
\end{aligned} \quad (12)
\]

Where $x_i$ is the $i$th entry of vector $X$. solutions of (12), yields location and pre-outage load flow of the removed line in external system. Applying (12) to any single line outage in external system with constant operating condition, yields two non-zero entries, the one in the first half of $X$ vector represents the ‘to-bus’ end of the line, and non-zero entry in second half of $X$, represents the ‘from-bus’ end of the removed line.

While equation (12) can identify the line outage when real power flow solution is used or when both topology and operating condition change in error free data, it can be written in simpler way to handle the case of a single line outage when error free data in use.

Using the linear decoupled model to represent the power system is an approximation. Like any other approximation, this model introduces error when real power flow solution
is in use. On the other hand, the error term in equation (8) should be dropped, when working with error free data. This will cause slight change to equation (8) before it can be used for the error free case; otherwise the objective of equation (12) (minimizing lumped error) will be always satisfied irrelevant of the choice of buses identified as two ends of the removed line.

2.2. Nonlinear Formulation

Section 2.1, investigates the identification of external line outage, using the linear decoupled model, and calculated state and power injections of the system. Since the calculation is used, the obtained result is accurate enough that the IP package can identify ends of the removed line without need of any additional information from external system. Generally there are two approximations that are hidden in the proposed method. These approximations are the source of error in case of using real power flow solution for a system (ac case). The first source of error, is the power miss match in the transmission line: While in the DC case, any line outage can be modeled with adding and subtracting the pre-outage load flow of the line to terminals of the removed line, in the ac case, the injection values is slightly different due to power loss on transmission line.

Second term of error is induced to the formulation due to using of linear decoupled method to model the power system. Therefore equation (12) should be adjusted in case of using real power flow solutions.

Based on above explanation equation (12) is ignoring two facts that can be represented as source of errors: first one is the error term due to usage of linear decoupled method to represent the system. This error is applied to all system since it corresponds to the modeling of the system; the other is the term of error representing the power loss due to power transfer from one end of the line to another. This error is only applied to buses located ay ends of the removed line. Thus equation (12) for the ac case can be written as follows:

\[
\begin{align*}
\rho &= \min(\sum |e_{2i}|) \\
\text{s.t.}\quad J &= \Sigma_{p} A + \Sigma_{q} C + e \\
&\quad \Sigma_{i} A_i = 2 \\
&\quad \Sigma_{i} B_i = 1 \\
&\quad \forall i, \quad A_i \geq B_i \\
&\quad \forall i, \quad |e_{2i}| < \frac{P_{10}}{10}
\end{align*}
\]
Where \( A \) and \( J \) are matrices defined in section 2, \( p \), and \( q \) are positive floating points, \( A \) is a binary vector with two non-zero entries, representing two ends of the removed line, \( C \) is a binary vector with one non-zero entry and non-zero entry in \( C \) represents the power difference between the two ends of the removed line, in other words it represents the end of removed line whose active power is less than the other one due to power loss. \( e \) is a vector corresponding to the error produced due to the approximation of the power system with the linear decoupled model. \( e_{2t} \) is the \( t^{th} \) entry of vector \( e_2 \).

The first set of constraints in (13) guarantees the validity of (8) for the calculated results. The second set of constraints means that the binary vector \( A \) needs to have only two non-zeros indicating two ends of the removed line. The third constraint about binary vector \( C \) allows \( C \) to only have one non-zero entry. Fourth constraint makes sure that the location of non-zero entry in \( C \) is consistent with the location of one of the non-zero entries in \( A \). This is necessary due to the power difference between two ends of the line in AC case. The last constraint makes sure that the power injections at terminals of the removed line are larger that error entries. This constraint is especially helpful in case of change in operating condition with the constant topology. Removing of this constraint from the equation set will lead to wrong solution in case of load/generation change with constant topology in external system. In such condition, having the last constraint dropped in equation (13) will cause the IP package to detect a minor external line outage plus an error vector. This happens while no topology change is occurred in actual system.

As mentioned earlier, in order for (12) to be solved for the ac case, additional constraints should be introduced to this equation (equation (13)). Although these changes seem to be necessary to solve the problem, using the real power flow solution, may not be enough to make the problem solved due to excessive available error. In other words, the error due to the model approximation and power loss on removed transmission line may cause multiple solutions for some line outages especially if pre-outage power flow of the remove line is not large enough to dominate both of the errors. Therefore, assist of a device which can provide real-time data from external system is required for solving the problem. Phasor Measurement Units (PMUs) is one of the best candidates, which can provide real-time information about external system.

PMUs are rapidly populating the power systems due to their ability of directly measuring the state of the power system, as well as other advantageous such as providing synchronized measurements, and speed and accuracy of measurements. Most of the power system utilities have a few PMUs already installed in their systems. Utilizing these available external measurements will help to overcome the problem of multi-solution for external line outages. For illustration, consider matrices \( M \) (or \( A \)), where the number of rows represent the number of internal buses, and the number of columns indicates the number of external bus (this would be doubled in case of using \( A \)). Usually power networks in an interconnected system, are connected through a few buses (boundary
buses) with limited number of connections. Therefore, matrix $B_{12}$ is a very sparse matrix. Figure 4, shows a schematic of a typical $B_{12}$ for a given system after re-ordering rows and columns in $B$ matrix in such a way that internal buses are in top followed by internal boundary buses.

Rows and columns of $B_{12}$ correspond to the internal and external buses respectively. Therefore the shaded part in figure 4 represents part of $B_{12}$ with nonzero entries (internal boundary buses), and the blank part, which corresponds to those internal buses with no direct connection to external buses, is a null matrix; Therefore, the equation set corresponding to the top part of $B_{12}$ can be removed from the (13). It is interesting that even the shaded part of $B_{12}$ is very sparse due to limited tie lines connecting internal buses to external system. This characteristic of $B_{12}$ facilitates the process of solving the problem in the reasonable amount of time. As a result, the sparsity of $M$ (and therefore $A$) is irrelevant of structure of $B^{-1}$. In other words, $A$ in equation (13) is a sparse matrix with columns twice as many as number of external buses, and rows as many as number of internal boundary buses. Due to the limited number of internal boundary buses in an interconnected system, and due to the available error, solving equation (13) may not be possible without assist of a few real-time external measurements. In fact without application of PMUs, multiple solutions may cause the IP to find incorrect solution. Due to the fact that real-time synchronized data from selected external buses are available to internal power system dispatcher, and due to their direct connection with external buses, those external buses with PMUs can be treated as internal boundary buses, and therefore number of rows in $A$ can be augmented by number of external buses with PMU. This will reduce the chance of getting multiple solutions through solving equation (13).

![Figure 5. Typical $B_{12}$ for a given system.](image)

Equation (13) is a non-linear mixed integer problem, which can be solved using the proper IP package (i.e. GAMS [24]). Note that the IP problem in (13) minimizes the aggregated absolute value for error. Solving (13) identifies terminals of removed line in the external system. $p$ identifies the pre-outage flow of the removed external line, and $q$ represents the power loss between two ends of the external line outage due to being transferred from one end to another.
3. Simulation Results

3.1. Linear Formulation

Since the linear decoupled model, is an approximation to model the operation of power system, the proposed method should be checked for the error free system solution where power loss due to transfer from one end to another on a given line is zero. Once the method is validated using error free information, the method can be extended so that it works for the ac case as well.

In order to solve equation (13), information about pre-outage topology of entire system, as well as pre-outage and post-outage information of internal phase angles is required. To simulate the post outage internal phase angle, linear decoupled model of power system is used:

\[ B\Delta \theta = \Delta P \]
\[ \Rightarrow \Delta \theta = B^{-1}\Delta P \]  \hspace{1cm} (14)

Line outage in external system will change the \( B \) matrix. Defining \( B' \) as the system post-outage \( B \) matrix, new state of the system \( (\Delta \theta') \) can be calculated as follows:

\[ \Delta \theta' = (B')^{-1}\Delta P \]  \hspace{1cm} (15)

The objective is to obtain a new set of power injection so that imposing them to the pre-outage system topology yields same states as the one calculated in (15). This can be accomplished as follows:

\[ \Delta P_1 = B\Delta \theta' \]  \hspace{1cm} (16)

Where \( \Delta P_1 \) represents a new set of injections required to obtain \( \Delta \theta' \) when pre-outage topology is in play. Since the operator has no knowledge of real-time external data, both \( \Delta \theta' \) and \( \Delta P_1 \) can be divided into two sub-matrices: the part corresponding to the internal system is followed by the part corresponding to the external system this can be formulated as follows:

\[ \text{Internal System} \]
\[ \text{External System} \]
Thus $\Delta \theta_1$ and $\Delta P_1$ in (8) are defined as follows:

$$
\Delta \theta_1 = \theta_{\text{internal}}' - \theta_{\text{internal}} - BC
$$

$$
\Delta P_1 = P_{1-\text{internal}} - P_{1-\text{internal}} - BC
$$

Where $\theta_{\text{internal}} - BC$ and $P_{1-\text{internal}} - BC$ are base case values of the internal, phase angles and active power injections respectively.

To validate the method, IEEE 118 bus system [23] is used as a test bed. First the system is divided into two parts to simulate the internal and external system, and then different external line outages are imposed to the system to test the validity of the method.

Let assume that internal system is constituted of buses 1 through 45, 113, 114, 115, and 117. And external system includes buses 46 through 112, 116, and 118. Schematic of the two sub-systems and their connections is shown in figure 3.

To test the accuracy of the proposed method, different line outages are imposed to the external system, the outcome is calculated based on (14)-(18).

The updated data used as the post outage information in this section is error free since it is calculated using equations (14)-(18), therefore the error term in (7) needs to be dropped and the simpler formulation should be used to solve the problem (12). Then an IP package [24] is used to solve this equation.

Although it is critical for internal power system operator to be notified of major external line outages, due to their significant impact on internal security analysis, the method is capable of identifying both major and minor external line outages due to lack of error in this part of study. Results are shown in table 1.
Table 1. Test result for 118 bus system

<table>
<thead>
<tr>
<th>Line outage</th>
<th>P (Pre-outage flow on removed line)</th>
<th>Solution found for X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>-1 at bus</td>
</tr>
<tr>
<td></td>
<td></td>
<td>+1 at bus</td>
</tr>
<tr>
<td>59-63</td>
<td>7.608</td>
<td>59</td>
</tr>
<tr>
<td>77-80</td>
<td>3.003</td>
<td>77</td>
</tr>
<tr>
<td>60-61</td>
<td>6.810</td>
<td>60</td>
</tr>
<tr>
<td>68-116</td>
<td>0.948</td>
<td>116</td>
</tr>
<tr>
<td>96-82</td>
<td>0.332</td>
<td>82</td>
</tr>
<tr>
<td>100-101</td>
<td>0.532</td>
<td>100</td>
</tr>
<tr>
<td>103-104</td>
<td>0.562</td>
<td>104</td>
</tr>
<tr>
<td>80-98</td>
<td>1.631</td>
<td>98</td>
</tr>
</tbody>
</table>

The first four rows in table 1, correspond to major lines in external line outage, following rows correspond to external minor line. Although unreported minor external line outage does not have a significant impact on security analysis, being able to identify minor lines can increase the reliability of the proposed method.

Figure 6. Internal and external system boundaries in IEEE 118 bus system

Next, the proposed method will be tested for the case that both operating change and topology change happen between two scans. Contrary with the previous case, errors are introduced to the system since the proposed method treat any change in operation condition as additional error. While $\Delta P_2$ has only two non-zero entries in case of single line outage with constant operating condition between two scans, for a system with $M$ external buses, $\Delta P_2$ is a full vector with two large entries and $(M-2)$ small entries in case of change of topology and operating conditions between two scans. Small entries created due to load change in the system and two large entries corresponding to terminals of the removed line. The small entries in $\Delta P_2$ can be treated as errors; therefore, (12) should be used to solve the problem of this type. Table 2, shows the solution of the IP problem for
the outage of three major line in the external system, using the DC power flow solution in case of change of both topology and operating condition between two data selections. Note that the assumption is to run the test so frequently that the change of operating conditions will be limited at a certain threshold (2% of the base case loading). The lower the change in operating conditions, the higher the chance of identifying the terminals of the removed line correctly. Obviously in case of having larger change in operating condition the proposed method is facing the chance of getting multiple solutions and this can be restored with the help of real-time data from the external system.

Table 2. Results for 118 bus system with 2% change in load/generation

<table>
<thead>
<tr>
<th>Line outage</th>
<th>P (Pre-outage flow on removed line)</th>
<th>Solution found for X</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>P</td>
<td>-1 at bus</td>
</tr>
<tr>
<td>77-80</td>
<td>3.742</td>
<td>77</td>
</tr>
<tr>
<td>59-63</td>
<td>6.285</td>
<td>59</td>
</tr>
<tr>
<td>60-61</td>
<td>7.285</td>
<td>60</td>
</tr>
</tbody>
</table>

3.2. Nonlinear Formulation

The objective of this part of report is to validate the method when actual ac power flow solution is used. The proposed method is tested using two different scenarios. The first scenario is the case where the external operating condition remains approximately constant between two measurement scans before and after the line outage. In case the operating condition changes between two scans, these changes in load/generation will be treated as extra errors. It is critical to emphasize the importance of having external system PMU measurements in identifying the external line outages. While fault status of minor external lines does not have a notable impact on internal security analysis, wrong status of major external lines may cause serious consequences in security analysis, therefore identification of major external line outages is of interest of most of utility companies. This can be done by using the real-time data for all internal buses and data from those external buses whose real-time data available through PMUs.

The IEEE 30 bus system is used as a test bed to validate the proposed method. It is assumed that test is executed frequently enough to ensure that the changes in operating conditions remain below a certain threshold (2% of base case loading). IEEE 30 bus system is first split down into two sub-systems representing the internal and external
systems. It is assumed that the internal system is composed of buses 23 through 30, and the external system contains buses 1 through 22. Figure 1 shows the schematic description of the internal and external systems.

The same system described in section 3.1 A, is used to validate the method for the ac case. Table 2 shows the test results for four different line outages in external system. Assist of PMUs are required to solve the problem in this part of study. Although high number (14 external PMUs) of PMUs is required to identify the minor external line outages, lower number of PMUs (8 PMUs) can handle accurate identification of major line outages in external system. Location of external PMUs in IEEE 118 bus system is chosen based on the method described in [25].

Table 3, shows the results of external line outage identification, using the proposed method. Note that this part of study is done based on the assumption of constant operating condition of external system between two scans. The first three rows in table 3 represent the major line outage in external system, and the last one shows a minor line outage identified using the proposed method.
Table 3. Test result for IEEE 30 Bus system, line outage with constant operating condition

<table>
<thead>
<tr>
<th>Line Outage</th>
<th>P</th>
<th>Solution for X</th>
<th>q</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+1 @ bus -1 @ bus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2-6</td>
<td>1.050</td>
<td>2 6</td>
<td>0.052 @ 2</td>
<td>0.044</td>
</tr>
<tr>
<td>12-4</td>
<td>1.103</td>
<td>4 12</td>
<td>-0.055 @ 12</td>
<td>0.036</td>
</tr>
<tr>
<td>3-4</td>
<td>7.382</td>
<td>3 4</td>
<td>0.426 @ 3</td>
<td>0.028</td>
</tr>
</tbody>
</table>

Table 4. Test results for 118 bus system using AC power flow solutions

<table>
<thead>
<tr>
<th>Line outage</th>
<th>P</th>
<th>Solution found for A</th>
<th>q</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+1 @ bus -1 @ bus</td>
<td></td>
<td></td>
</tr>
<tr>
<td>77-80</td>
<td>3.477</td>
<td>80 77</td>
<td>-0.056 @ 77</td>
<td>0.081</td>
</tr>
<tr>
<td>59-63</td>
<td>5.100</td>
<td>59 63</td>
<td>-0.2248 @ 59</td>
<td>0.197</td>
</tr>
<tr>
<td>60-61</td>
<td>7.216</td>
<td>61 60</td>
<td>0.012 @ 61</td>
<td>0.087</td>
</tr>
<tr>
<td>94-95</td>
<td>1.389</td>
<td>94 95</td>
<td>0.024 @ 94</td>
<td>0.12</td>
</tr>
</tbody>
</table>

While it is important to be able of identifying the line outage when the operating condition remains constant between two samples, the more complicated, and more realistic case is the case where both load, and topology change happens between two samples.

Table 5 and 6, shows the result for the case where both topology and operation condition of the system change between two snap shots. It is assumed that the package is executed so often that operating condition of the system does not change more than 2% between two steps. Results shown in table 5 and 6 are obtained for the case that loads/generations in post outage system is increased by 2%. In case that the internal system operator wishes to run the test less frequently, the probability of having changes in system operating conditions in excess of 2% will be higher and this may necessitate the use of a higher number of external PMUs in order for the method to identify the correct line outage.

The only remaining condition which is not discussed so far in this report is the case of constant topology with dynamic operating condition between two consecutive scans. In the case of operating condition change with constant topology, no feasible solution can be found for equation (13) due to the last constraint in (13). As mentioned, presence of last constraint in (13) forces the solver to find two non-zero entries (corresponding to the terminals of the removed line) whose absolute value is larger than other entries of $\Delta P_2$. Small entries in $\Delta P_2$ are considered as entries in $e$ vector. In case of load/generation
change with constant topology, $\Delta P_2$ is a full vector whose entries are all small due to load/generation change in entire external system. These small entries are created due to the approximation error and/or the change in load/generation. Integer programming solution as defined in equation (13), will be looking for two large entries (line outage terminals) along with a vector of small entries (error). Therefore, in case of change in operating condition with no topology change, the optimal solution cannot be found with a pair of large entries in $\Delta P_2$, and thus, the optimization will return a no feasible solution warning for the problem (13).

Table 5. Test result for IEEE 30 Bus system, line outage with 2% change in operating condition

<table>
<thead>
<tr>
<th>Line Outage</th>
<th>P</th>
<th>Solution for X</th>
<th>q</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+1 @ bus</td>
<td>-1 @ bus</td>
<td></td>
</tr>
<tr>
<td>2-6</td>
<td>0.979</td>
<td>2</td>
<td>6</td>
<td>-0.049@6</td>
</tr>
<tr>
<td>12-4</td>
<td>1.126</td>
<td>4</td>
<td>12</td>
<td>-0.056@12</td>
</tr>
<tr>
<td>3-4</td>
<td>8.732</td>
<td>3</td>
<td>4</td>
<td>0.362@3</td>
</tr>
</tbody>
</table>

Table 6. Test result for IEEE 118 Bus system, line outage with 2% change in operating condition

<table>
<thead>
<tr>
<th>Line Outage</th>
<th>P</th>
<th>Solution found for A</th>
<th>q</th>
<th>J</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>+1 @ bus</td>
<td>-1 @ bus</td>
<td></td>
</tr>
<tr>
<td>77-80</td>
<td>3.766</td>
<td>80</td>
<td>77</td>
<td>0.036 @ 80</td>
</tr>
<tr>
<td>59-63</td>
<td>5.653</td>
<td>63</td>
<td>59</td>
<td>-0.171 @ 59</td>
</tr>
<tr>
<td>60-61</td>
<td>7.195</td>
<td>61</td>
<td>60</td>
<td>0.009 @61</td>
</tr>
</tbody>
</table>
4. Conclusions

This report describes the results of an investigation whose objective is to develop a method of tracking topology changes in the external system. Specifically, the report considers transmission line outages as the sources of topology changes and formulates the problem accordingly.

Initial formulation makes use of the linear decoupled power flow model and develops a solution for this simplified formulation. This is then extended to the full AC case where non-linear measurement equations are used. An optimization problem is solved in order to determine the line that is switched in the external system.

IEEE 30 and 118 bus test systems are used to illustrate the performance of the proposed method. The method can be applied to actual utility systems provided that internal and external system models are available along with internal system measurements and any existing PMU measurements from the external system.
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