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Executive Summary 

This project examines the use of Phasor Measurements Units (PMUs) to assess angle and 
voltage stability in real time. The objective is to investigate how synchronized phasor measure-
ments can be used to detect the loss of stability in real-time operations, be it angle stability or 
voltage stability. PMU deployment is becoming a common practice across the nation. Although 
the number of installed devices has quickly grown in the past few years, the development of ap-
plications to make use of PMU data has not been at the same pace. 

This project also analyzes how PMU data can be used to detect proximity to angle insta-
bility and voltage instability by monitoring some key PMU measurements. In Part I, multiple al-
gorithms are proposed for detecting and mitigating angle instability by triggering generation and 
possibly load shedding schemes whenever needed. In Part II, a model that infers how far the sys-
tem is to a voltage collapse is developed.  

During the development of the models, several operating scenarios and network topolo-
gies were considered to cover a wide range of daily operating conditions. The methodology 
makes use of wide area PMU measurements for voltage stability assessment. Important aspects 
of how to integrate the proposed methodology into SCADA/EMS were also taken into considera-
tion to facilitate the practical implementation of the methodology. 

Part I. Algorithms for Fast Detection and Mitigation of Angle Instability Using Synchro-
phasors (work done at Washington State University) 

The advantages of synchrophasors are evident in their use in wide area monitoring sys-
tems where voltage magnitudes, phase angles, and frequency measurements in real time can be 
used for fast detection of angle instability. Problems arising from the introduction of new power 
market designs combined with growing presence of intermittent renewable power generation are 
nudging power systems towards potential dynamic instability scenarios. To help alleviate these 
issues, it is essential that the reliability status of a system be assessed in real time or as quickly as 
possible.  

Synchrophasors, together with modern communication technology facilitate the monitor-
ing of the current state of the power system, including the phase angles of the bus voltages at 
critical buses, in a time-synchronized fashion. The algorithms and the controller proposed in this 
report detect the fast separation of phase angles among the critical areas automatically by using 
data from synchrophasors, and proceed to mitigate the emerging angle instability by triggering 
suitable control action. Briefly, the algorithms initiate tripping of critical generators in the acce-
lerating part of the system when necessary, and also initiate load shedding in the decelerating 
part of the system when necessary. The novelty of the algorithms is in the fact that all the deci-
sions are made in real time purely based on the wide-area synchrophasor measurements without 
any knowledge of the details of relay actions that may have resulted in the angle instability phe-
nomenon. 

Part I of the report contains descriptions of methods for detection and fast mitigation of 
angle instability in large-scale power systems using synchrophasors. The use of synchrophasors 
or PMUs in automatic generation-shedding schemes, as well as load-shedding schemes have 
been proposed in the past. When such an action is initiated, it is extremely important to know 
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that it is the correct one to take since load shedding results in customer inconvenience and lost 
revenue. On the other hand, the total loss of a system such as from blackouts can lead to even 
greater economic and social impacts.  

Our research team analyzed three different methods for detection of angle instability us-
ing synchrophasors. The first method is based on real-time tracking of the deviation of angle 
measurements of different control areas with respect to a weighted system reference angle that is 
computed as a real-time approximation of the system center of inertia reference frame. This me-
thod was proposed by the research team in earlier research work. The second method for deter-
mining the stability is proposed by computing an approximate version of a transient energy func-
tion. The use of transient energy functions in determining stability is shown to have potential in 
helping operators trigger and decide the location of generation and/or load shedding schemes. 
The computation of transient energy functions using real-time data from synchrophasors is there-
fore recommended for further study as a feasible solution to mitigating angle stability. 

Our research team proposes a novel third approach for angle stability monitoring that is 
motivated by the least action principle from physics. The least action principle is used in theoret-
ical physics for abstract modeling. Here, the concepts of the least action principle are applied to 
assessing and mitigating angle instability in power systems. From the computation of potential 
and kinetic energy, a different quantity known as the Lagrangian is formed. The Effort, which is 
the time integral of the Lagrangian, is then calculated, and is used in determining the critical ge-
nerators for initiating generation shedding. The IEEE New England 39 bus test system was used 
to test all three algorithms.  

From the testing results, it appears that synchrophasors can be effective in mitigating an-
gle stability phenomena in power systems with the deployment of a sufficient number of syn-
chrophasors at critical buses along with the deployment of fast communication networks to ex-
change the real-time data. 

Part II. Online Voltage Stability Margin Monitoring Using Synchrophasor Measurements 
and Statistical Multi-Linear Regression Models (work done at Iowa State University) 

The second part of the project is focused on the development of an online voltage stabili-
ty monitoring tool. This tool is intended to make use of available phasor measurements to esti-
mate proximity to voltage collapse. A thorough investigation of how phasor measurements can 
be used as potential candidates to voltage stability monitoring applications was performed. The 
confirmation that PMU measurements can provide important information regarding voltage sta-
bility would not only support a wider deployment of such devices in a power system, but would 
also stimulate the development of new software applications that use PMU data in real-time ap-
plications. 

Reactive power and system voltage profiles are highly related. Voltage support is mainly 
achieved through proper reactive power management and control. Numerous post mortem system 
studies after significant power system events have pointed out that a shortage of proper reactive 
power support has been the cause of several voltage collapse incidents such as the Northeastern 
North American blackout in 2003. Therefore, a thorough investigation of the relationship be-
tween reactive power reserves and voltage stability margin was carried out in this project. 
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Another issue is what to do with the exponentially growing amount of data available at 
control rooms. Two common questions frequently raised in recent PSERC meetings have been:  

• What should be done with the massive amount of data that is coming into control 
rooms?  

• What kind of information can be extracted from the data? 

Since most of the data being brought in is in its raw format (e.g., voltage magnitudes, ac-
tive/reactive power flowing along lines, breaker status information, etc), a quantitative idea of 
how close a system is to an unstable/non-safe condition is not easily obtained. Such data over-
flow may actually distract operators from what could be a real reason for concern during real-
time operations. 

Intending to alleviate operator’s burden in analyzing raw data and improve their aware-
ness during real-time operations, a methodology to transform some of the data received in the 
control room into meaningful information was developed in this research. The methodology is 
based on the relationship between reactive power and voltage stability. The idea is based on of-
fline development of a voltage stability margin estimation tool that would utilize reactive power 
reserves at some specific locations in the power system to indicate the voltage stability margin. 
An extensive voltage stability assessment of a power system is performed to include as many 
network topologies and load increase patterns as necessary. All the data gathered from offline 
simulation is then used for the development of multi-linear regression models (MLRM) that will 
correlate the amount of reactive power reserve (RPR) of some key generators with the voltage 
stability margin (VSM) of the system or area. 

Due to many uncertainties involved in real-time operations, a specific set of MLRMs 
were needed to properly correlate RPRs and VSM. An artificial neural network (ANN) was de-
signed for MLRM selection. The ANN uses PMU data as inputs and produces an index that 
represents what MLRM should be utilized. The ANN’s objective is to automate the process of 
VSM estimation by automatically selecting the proper MLRM. Such automation avoids the need 
of a system operator having to select the correct MLRM to use, therefore allowing them to focus 
on other important tasks and also reducing the chances of human error. 

The complete methodology is tested on a 1648 bus system. The results obtained showed 
that MLRMs can be successfully employed to estimate VSM based on the amount of RPR avail-
able at key locations. The uncertainties in load increase direction and network topology are mod-
eled. By doing so, the VSM estimation error can be modeled using a probability distribution 
function. This modeling can further provide operators with confidence bounds for the estimated 
values of VSM which can further trigger remedial actions. 

Our research team concluded that the methodology has the potential to be applied to any 
real-size system. Commercial grade software, such as PSS/E®, Microsoft Excel® and Matlab®, 
were used in the development of the methodology. Once designed, the MLRMs and the ANN 
can be incorporated into an EMS/SCADA for real-time VSM estimation using real-time PMU 
data. A software prototype is being developed and will be tested on a reduced case of the Eastern 
Interconnection for online voltage stability monitoring. 
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1. INTRODUCTION 

1.1 Overview 

Operational reliability of  l arge power systems has r eceived much a ttention in t he 
past decade because of deregulation and ever increasing loads.  O ne of the more recent 
events was the August 2003 blackout which occurred in the Northeastern United States 
and Canada. This 2003 blackout was estimated to have cost roughly 6 billion USD in lost 
revenue a lone, apart f rom the societal impact [3].  I n de termining corrective act ions to 
prevent such events from occurring, it was recommended that providing better real-time 
tools f or o perators w as a to p p riority [4].  T he e mergence of  synchrophasors in 
monitoring power s ystem c onditions s eems t o be a n a ttractive s olution for m onitoring 
real-time operational reliability status.  Even in an ideal future system, where the voltage 
phasors may be available at each bus in real-time, monitoring the dynamic state is only 
the first step in understanding dynamic stability properties of the complex power system.  
For i nstance, in t he c ontext of a ngle s tability, we a lso ne ed t o know  whether or  not a  
generator or  group of  generators can potentially become unstable based on i nteractions 
with other components in the system.   

 
Real-time algorithms proposed in this report are targetted towards detecting angle 

instability directly f rom s ystem re ponses a s s een by w ide-area sy nchrophasor 
measurements w ithout any know ledge of  t he disturbances t hat m ay ha ve l ed t o t he 
responses. The mitigatory control actions initiated by t he algorithms are purely response 
based c ontrols a nd s hould be  t reated a s w ide-area s ystem c ontrols. O n t he ot her ha nd, 
Remedial A ction S chemes (R AS) o r S pecial P rotection S chemes (S PS) w hich a re 
commonly used in the present industry for angle stability control are directly triggered by 
transfer t rip s ignals of  i nitiating m ultiple c ontingencies. With gr owing c omplexity of  
RAS s chemes i n a  m odern pow er s ystem, t he t ask of  c oordinating RAS s cheme i s 
become a v ery ch allenging t ask. Response b ased w ide-area co ntrol schemes su ch as  
proposed h ere pr ovide an a lternate a pproach f or m itigating a ngle i nstability in f uture 
power systems. 

 
Voltage s tability is  r elatively a slower phenomenon since we typically know that 

the areas with the lowest reactive power reserves and voltage levels are the critical areas 
where corrective act ions will h ave th e g reatest im pact o n mitigating voltage stability.  
New algorithms recently developed at Washington State University for automatic voltage 
instability detection using synchrophasors will be discussed in a future report. Typically, 
angle stability unlike voltage stability, is a fast dynamic phenomenon and is not as easy to 
analyze.  Although it is defined as the ability for all the generators in a system to remain 
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in synchronism, it is a much faster phenomenon compared to voltage stability and is not 
as cl early u nderstood. In so me cases , a s ystem may not  go angle unstable on t he first 
swing.  I n such cases, it is not as apparent which modes or mechanisms are causing the 
system to lose synchronism.  Whether or not the system is heavily loaded at the time of 
disturbance is also important since under such stressed conditions, the swings cannot be 
easily di stinguished a s being stable or uns table r ight a way [ 5].  When t his h appens, 
generators that may initially appear stable will later follow the other unstable generators 
rather then staying in synchronism with the rest of the system.   

 
Looking back at the August 2003 blackout, we see that eventual loss of generators 

and transmission lines rapidly lead to the loss of synchronism between different areas [3].  
From t he d ata gi ven in t he August 14 th blackout r eport, we see t hat t he loss o f 
synchronism happens in a matter of seconds whereas the voltage declines that preceded 
took minutes.  A n approach that seems well-suited for real-time st ability assessment i s 
the t ransient e nergy function a nd t he a ngle algorithms proposed earlier in t he thesis of  
Dongchen Hu [7]. 

 
The u se o f t ransient energy f unctions i s one  m ethod used f or determining angle 

stability.  With recent advances in data acquisition using synchrophasors, the estimation 
of f requency a nd r otor a ngle can be  a ccomplished with m inimal tim e-delays f orm 
measurement and propogation delays.  Transient energy functions are computed by using 
the ki netic energy a nd potential e nergy of  a  machine.  I n previous a ttempts t o us e t he 
energy function the energy dissipated in the transmission network was estimated [1].  In 
the u se o f transient en ergy functions a pplied i n t his report, it is a ssumed th at th is 
dissipated energy is negligible.  What we then have is the kinetic energy as a function of 
rotor frequencies and the potential energy as a function of rotor angle displacements.  The 
summation of these two terms for each machine gives the total energy of that machine.  
Since the total energy is a function of quantities easily measured by synchrophasors, it is 
clear that t he approximate total en ergy can  b e co mputed al most a s q uickly a s d ata 
becomes available. By studying the total energy of each machine we can see how much 
energy each machine can produce or absorb from the system before losing synchronism 
with the grid. 

 
Several n ew ap proaches for using t he i ndividual e nergy f unctions a re pr oposed.  

The Lagrangian, which is based upon the difference rather then the sum of the kinetic and 
potential e nergy, can be used i n de termining dyna mic s tability i n t he s ame w ay as t he 
total energy.  There are several advantages to using the Lagrangian over the total energy 
which will be discussed in the later chapters.  The physical meaning of the Lagrangian is 
somewhat vague since it is used in Classical Physics as a modeling principle to determine 
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the equations of motion of a system.  Conceptually we can visualize the Lagrangian as an 
indication of which way the energy is being converted between the kinetic and potential 
energy.  The Lagrangian is treated in the same way as the total energy by noticing that a 
maximum a mount c an be attained b y each  machine b efore i nstability occurs.  The 
Lagrangian is s hown i n t he thesis of M ike S herwood [ 20] to indicate angle instability 
faster than by using the total energy.  Majority of the work reported in this report is from 
the M.S. thesis of Mike Sherwood [20] that was primarily funded by this PSERC project. 

 
A new approach proposed in [20] for detecting instability is the use of Effort for the 

individual m achines.  I n classical phys ics, Effort is know n a s the Action.  Effort, or  
Action, is g iven by the integral of  the Lagrangian over t ime.  Interestingly enough, the 
minimum of the action, known as the principle of least action, gives us to determine a set 
of equations which describe the motion of the system.  Newton’s laws of motion are the 
more commonly used alternate method for deriving the dynamic equations.  In this report, 
Least A ction P rinciple is  a pplied in  th e context o f re al-time s tability. Since t he 
Lagrangian is b eing c omputed i n real-time, it m akes c omputing t he Effort a 
straightforward p rocedure.  T o f ind th e limiting a mount of  Effort that a  ge nerator c an 
assert, we in tegrate th e Lagrangian along t he trajectories c orresponding t o t he f ault 
scenario, with duration equal to the critical clearing time, near the given generator.  F or 
disturbances dealing with only faults, we calculate the Effort for the fault duration, and if 
the Effort exceeds the m aximum a mount ne eded f or m aintaining stability w e take 
preventive action to maintain synchronism.  S ince i t i s di fficult to know that there i s a 
fault until it has been detected and cleared, we will also look at cases w here the sum of 
the Lagrangians over all machines is used as a trigger to start computation of the Effort. 

 
By l ooking a t t he r otor a ngle a lone, we can  also d etermine g enerators t hat ar e 

losing synchronism with the system.  This method was proposed recently in [19] and by 
Dongchen H u [ 7].  T he a lgorithm w orks b y t aking t he e stimated r otor a ngle a nd 
comparing w ith a  s et threshold.  Once t he t hreshold is e xceeded t he r otor a ngle i s 
integrated and if  th e i ntegral e xceeds a  s et a mount be fore t he rotor a ngle be gins 
decreasing then control action is taken.  T he advantage of this is it takes away from the 
over sensitivity of  only looking a t the rotor angle, which can change depending on  the 
modes of instability.  The results of Dongchen’s algorithm, which will be called the angle 
algorithm f rom t his poi nt on, a re c ompared w ith t he transient energy f unction, 
Lagrangian and Effort to determine accuracy between algorithms. 

 
The t erms r otor a ngle a nd r otor f requency us ed i n t his report represent t he 

aproximate rotor angle and frequency.  T his refers to the synchrophasors measurements 
taken at the generator terminal bus.  The bus voltage angle is approximately equivalent to 
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the rotor angle with regards to i ts use in the preceding work.  T his assumption is made 
based on the premise that the bus is located electrically near the generator, in other words 
the onl y i mpedance be tween t he bus  a nd t he i nternal vol tage is t he s ynchronous 
reactance.  From s imulations on  t he 39 bus  system, differences ranging f rom 1 t o 20  
degrees were observed but this is an irrelevant difference since we are referring the bus 
voltage a ngle o n a  c enter o f in ertia f rame, n ot to  m ention th at th e c ritical e nergy is  
calculated using the bus voltage angle.  The frequency on the other hand is not measured 
directly.  It is computed numerically from the bus voltage angle and noting the change in 
angle with respect to time.  This can be accomplished easily since each data point has a 
time stamp associated with it. 

 
The s tructure o f th is report is as f ollows.  I n Chapter 2 , we d iscuss t he t ransient 

energy function that has been p roposed with only t he i ndividual machine energy being 
computed.  The model is modified to be used with synchrophasors data referenced on a 
system w ide cen ter o f i nertia f rame o f r eference.  T he u se o f ce nter o f i nertia i s 
implemented on both rotor angle and frequency estimates.   In Chapter 3, the Lagrangian 
and Effort are introduced.  Since the computation of Effort follows from the Lagrangian it 
seems fitting to include them both in the same chapter.  The angle algorithm is introduced 
in Chapter 4 with its formulation given in [7].  In Chapter 5 the algorithms are tested on 
two va riations of  t he 3 9 bus  s ystem.  I n t he first s etup, we t reat ea ch generator as a  
separate ar ea making t he p lant m odes more p revalent t hen t he i nter-area m odes.  T he 
loading w as v aried t o make t he sy stem more o r l ess stressed.  F or t he s econd set up 
several t ransmission l ines ar e removed f rom the system and the impedances of t he tie-
lines b etween ar eas a re i ncreased ( i.e. t he line l ength i ncreased) i n o rder t o t est t he 
algorithms more thoroughly.  T he severity of the loading in the system is then varied to 
determine the accu racy o f each  al gorithm with r egards to d ifferent t hresholds, t aken a t 
light, medium and heavy loading. 

 
A few remarks regarding the dynamic data used in the simulations should be stated.  

First off the original dynamic data included power system stabilizers.  These have been 
removed from the models.  G overnor models have been added on al l generators except 
for Generator 10 located at bus 39.  T he droops on each generator governors vary from 
15% to 30%.  The classical model was used for Generator 10 and the two axis model for 
the rest of the generators. 

1.2 Load Shedding Principle  

From conducting simulations the proposed algorithms discussed so far have been 
shown to be  well suited for de termining generation shedding.  L oad shedding has been 
difficult to  d etermine ju st f rom u sing th ese a lgorithms.  From th e 3 9 bus 3  ar ea t est 
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system, we can see that area 2 is significantly more loaded then the other two areas.  As a 
consequence we see that a rea two i s importing a  s ignificant amount of  power f rom the 
other two areas.  We would then expect that shedding load in area 2 would have a greater 
effect on mitigating a ngle i nstability t hen f or s hedding l oad i n t he ot her t wo a reas.  
Looking at the center of inertia for with respect to rotor angle and frequency we cannot 
tell a t th e t ime when c ontrol a ction is  ta ken i f lo ad shedding s hould oc cur.  T his i s 
because if a fault occurs in the heavily loaded area then the machines will accelerate for a 
short time while the transmission line is still faulted.  Although in the long term we would 
see the f requency t o d ecay i n t his area, w e ca n n ot p redict i t f or cer tain by u sing t he 
proposed a lgorithms.  I n t he f ollowing s imulations, a si mple algorithm i s pr oposed t o 
determine the most suitable area for load shedding. 

 
This indexing for each area is based on t he load to generation ratio for that area.  

More specifically we take the total load in the area and divide by the total generation of 
the system, shown in equation 1-1. 

/

1

                      (1.1)i i
L G k

i
i

LoadR
Gen

=

=

∑
 

This equation (1.1) is evaluated at the time of control action and the area with the highest 
ratio is the candidate area for load shedding.  For simplicity, we shed the same amount of 
load as generation. 

1.3 Overview of the Algorithms 

1.3.1 Phase angle based algorithm 

A first version of the phase angle based algorithm was postulated in Appendix 3 
of the recent paper [19]. This section will d iscusses the a lgorithm in  more detail a long 
with illustrative examples on standard test systems. 
 

The algorithm in this section extends the concept of the voltage-magnitude based 
algorithm “Vmag” from [19] by consideration of the phase angle measurements. Briefly, 
the algorithm Vmag in [9] measured the severity of disturbances in the WECC system by 
quantifying the e xtent of  bus  vol tage magnitude di ps i n t he C alifornia-Oregon t ie-line 
corridor below pre-specified thresholds during system swings. The phase angle algorithm 
of this section analyzes the phase angles of the system in a similar fashion.  
 

The c onsideration of  t he pha se a ngles i s m ore c hallenging as c ompared t o bus  
voltage m agnitudes be cause the p hase angles c an va ry over w ide ranges dur ing t he 
system ope ration. W hile t he vol tage m agnitudes a re ke pt w ithin tight t olerances u nder 
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normal system conditions, the phase angles and the relative phase differences can vary a 
lot across the system as d etermined by the MW power t ransfers and the availability o f 
transmission paths for the power t ransfer. In order to handle this di fficulty, we propose 
the c oncept of  a  r eal-time cen ter o f i nertia an gle r eference f or t he computation o f t he 
system phase angle reference [19] that is then used to quantify the extent of phase angle 
variations away from the system center. 

  
At p resent, the al gorithm an alyzes t he p hase a ngles i n t wo st ages: 1 ) t he an gle 

stability within each  control area, and, 2) t he angle s tability of  t he entire large system. 
The principle in each step is similar.  

 
First, let us recall the definition of the Center of Angles (COA) [5], [14]  

∑

∑

=

=

−

= N

i
i

i

N

i
i

COA

H

H

1

1
δ

δ          (1.2) 

where 
−

iδ  is the internal machine rotor angle for the i-th machine and iH  is the respective 
generator inertia time constant. Since the internal machine rotor angle cannot be directly 
measured in the present day power system, we approximate the internal angle with the 
phase angle of the high side bus voltage, which is normally monitored by synchrophasors. 
Similarly, the inertia time constant iH  in (1.2) is difficult to access in real-time because 
the number of units being dispatched from a generation plant can vary during operation. 
Therefore, we substitute the weights defined by the inertia constants in (1.2) with the high 
side act ive p ower i njections f or t he g enerators. T he m achine i nertias ar e typically 
proportional t o t he r eal power out puts. T he modified f ormula ( 1.3) p resented b elow i s 
thus readily suited for real-time computation using the synchrophasors. 
 

Let us assume the availability of the high side bus voltage phase angle 
measurements, say, i

jδ , from a few key generating plants, say for 1,2,...,j N=  in  area i . 
Then, we introduce the notion of the approximate center of inertia angle reference for the 
area, say, i

cδ , by the rule, 

1

1

(1.3)

N
i i
j j

ji
c N

i
j

j

P

P

δ
δ =

=

=
∑

∑
                       

where i
jP denotes t he c urrent M W ge neration s chedule a t the pl ant j  in a rea i . By  

increasing t he nu mber of  phase angle m easurements within each  ar ea in ( 1.3), w e can  
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improve t he accu racy o f t he c omputation of  the angle r eference i
cδ  and w e can  a lso 

improve the redundancy. Also, this rule (1.3) is inherently tolerant of loss of one or more 
PMU ch annels as i s co mmonly t he case i n t he r eal-time synchrophasor f ramework. 
Similarly, the center of inertia angle reference for the entire system, denoted cδ , can be 
computed with the rule, 

1

1

(1.4)

N
i i
c

i
c N

i

i

P

P

δ
δ =

=

=
∑

∑
             

where N is the total number of areas that are available in the control formulation, and iP  
denotes the current total generation in Area i . The latest total load iP of Area i is readily 
available from routine AGC calculations. 
 

Next, w e p resent a h euristic r ule f or d etecting an gle i nstability u sing t hese 
concepts in a real-time framework. When the representative angle i

cδ  of an area in (1.3) 
continuously increases away from the center of inertia cδ  beyond a pre–specified metric, 
we would heuristically interpret that Area i  is moving towards separation from the rest of 
the system. In this case, a suitable remedial action could be the tripping of generation in 
that a rea. S imilarly, w hen th e a ngle i

cδ  continues t o d ecrease b eyond a predefined 
threshold, we would interpret that as a likely separation of Area i  that could be countered 
by l oad s hedding i n A rea i . These rules ne ed to be  c rosschecked by analyzing t he 
respective real-time frequency measurements. 

 
In o ur s tudies, w e s et th e c ontrol t rigger h euristics to  b e s imilar to  th e v oltage 

error algorithm Vmag [9]. In the case o f phase angles, we define i i
c c cδ δ δ∆ = − . We then 

accumulate two integral terms, denoted i
aΩ  and i

dΩ , respectively, to denote the speeding 
up or slowing down of Area i  with respect to the center of inertia reference frame. First, 
the term i

aΩ  is the integral for i
cδ∆ , whenever  i

cδ∆  continuously stays above a threshold, 
say *i

cδ∆ . The accumulated error i
aΩ  is reset to zero whenever the angle i

cδ∆  drifts below
*i

aδ∆ . When i
aΩ  grows above a pre-specified value, say *i

aΩ , the Area i  is interpreted to be 
speeding a way f rom t he r est of  t he s ystem a nd a  s uitable ge neration t ripping m ay be  
initiated in that area. The value of *i

aΩ  will be tuned in real-time based on the current total 
generation a nd the c urrent spinning re serve in A rea i . That i s, the smaller t he cu rrent 
spinning reserve (relative to the total generation) in Area i , then the lower the threshold 
value for *i

aΩ . The computation of the i
dΩ  is then similar to accumulating the integral of 

i
cδ∆  below a threshold, denoted *i

dδ∆  . When i
dΩ  grows above a pre-specified value, say 

*i
dΩ , load shedding in Area i  may be initiated to mitigate the disturbance event. 
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We next illustrate the above a lgorithm in the Kundur two area system [14] ( the 

diagram of the two area system is shown in Appendix A). The system is simply divided 
into two areas with Gen 1 and Gen 2 in Area 1, Gen 3 and Gen 4 in Area 2, respectively. 
We define 

1 2
1 1 1 1 2

1 2

G G
c

G G

P P
P P

δ δδ +
=

+
(1.5) 

43

4
4
23

31
22

GG

GG
c PP

PP
+
+

=
δδ

δ         (1.6) 

where 1
1δ , 2

1δ , 3
2δ , 4

2δ  are t he pha se a ngles of  t he bu s vo ltage of  t he f our ge nerators, 
respectively. Then, we get 

4321

4
4
23

3
22

2
11

1
1

GGGG

GGGG
c PPPP

PPPP
+++
+++

=
δδδδ

δ      (1.7) 

1 1
c c cδ δ δ∆ = − ,

2 2
c c cδ δ δ∆ = −                   (1.8) 

We apply a three phase fault near Bus 8 and we clear the fault and remove three of the 
four lines between Bus 7 and Bus 8 after certain time, the details of the simulation results 
are shown below. When the fault-on time is set to be 0.08 sec, 0.10 sec, and 0.11 sec, the 
curves of 1

cδ∆  and 2
cδ∆  are shown in Figure 1-1, Figure 1-2 and Figure 1-3, respectively.  

Figure 1-4 shows the curve of 1
cδ∆  near 60 degrees for the simulation in Figure 1.3. 

 

Figure 1-1 Angles of each area (fault-on time=0.08 sec) 
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Figure 1-2 Angles of each area (fault-on time=0.10 sec) 

 

Figure 1-3 Angles of each area (fault-on time=0.11 sec) 
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Figure 1-4 Angles of Area 1 (fault-on time=0.11 sec) 

 
From the cases above, we could say that 0.10 sec is the critical fault time for this 

three-phase fault on B us 8. L ooking i nto F igure 2-2, w e c ould f ind t hat t he m aximum 
value of  1

cδ∆  is 57.3 de grees a nd t he m inimum va lue of  2
cδ∆  is –61.5 de grees f or t he 

critically s table case.  T herefore, w e set  the co nservative v alues, *
aδ∆ =60 degrees, an d

*
dδ∆ =-65 d egrees. S imilarly, w e can  est imate t he v alues *

aΩ =5 a nd *
dΩ =-5 from 

additional studies. Simulation results with different fault-on times are shown in Table 1-
1. From the results, we could say  Area 1  i s moving away from the system ear lier than 
Area 2. W hen w e t ry to t rip s ome ge neration of A rea 1, we f ind t hat t he ge neration 
tripping action by itself is not enough to stabilize the system. Therefore, we initiate some 
load shedding action in Area 2 that is decelerating from the center of the system.  We trip 
Gen 1 and 50% of the load at Bus 9 a t time 1.83 sec for the second case in Table 1-1. 
After the control actions, the system can be stabilized. Also, if we trip Gen 1 at time 1.83 
sec and 50% load at Bus 9 at time 1.93 sec, the system can still be stabilized.  

 
In T able 1-1, t he t ime dur ation be tween T _start ( the time t he pha se a ngle goe s 

above the threshold) and T_control (the time the control trigger is issued) can be used to 
quantify the severity of the disturbance. If the time duration T_control-T_start > T *, we 
can i nterpret t he a ngle instability t o be  l ess s evere w hich w ill be  c ontrolled by only 
generator tripping. Whereas if T_control-T_start < T*, the instability can be interpreted to 
be more severe so that both generation tripping and load shedding will be initiated. For 
the two-area system, we can use a value of say 7 cycles or 0.117 sec for the value of T*. 
Further investigation on the tuning of T* is recommended. 
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Table 1-1 Simulation results for the two-area system 

Fault-on Time 
(sec) 0.10 0.11  

0.12 

Result Stable Unstable Unstable 

Area  Area1 Area2 Area1 Area2 

T_start (sec)  1.73 1.89 1.52 1.61 

T_contrl (sec)  1.83 1.93 1.62 1.69 s 

Int  6.05 -5.23 6.10 -5.33 

T_unst  2.4 sec 2.0 sec 
*T_start is the time 1

aδ∆  increases beyond 1*
aδ∆ ; T_control is the time 1

aΩ  reaches 1*
aΩ ; 

Int is the value of 1
aΩ  at T_control. T_unst is the time 1

cδ∆  reaches 90 degrees. 

 
Table 1-2 summarizes t he be nefits pr ovided by  t he a lgorithm i n i mproving t he 

transient stability. Taking the first case as example, the critical clearing time without the 
proposed control i s 0.10 seconds (the f irst entry in  T able 2 -1). T he system b ecomes 
transient s table for the clearing t ime of  0.11 s econds as well as 0.12 s econds. With the 
automatic ge neration a nd l oad t ripping c ontrol as pr oposed, t he c ritical c learing time 
improves to 0.14 seconds. Compared to the 0.10 seconds for the original system with no 
control, the automatic controller as proposed provides an improved critical clearing time 
by a  m argin of  0.04 s econds ( 2.4 c ycles). T hese s imulations i llustrate the f act t hat the 
controller a s pr oposed i s us eful f or t he t wo-area s ystem in i mproving t he t ransient 
stability of the system for critical contingencies. 

 

Table 1-2 Improvement on the system stability 

 
Tests in the two-area system lead to some discussions of the new algorithm.  
 

(1) If we use inertia constants to compute cδ  as formula (1.2) shows, with the 0.11 sec-

fault tim e, F igure 1-5 shows t he c omparison of  t he t wo methods. I t s hows t hat t he 

Fault near 
Bus Line Removed Critical clearing time improvement with 

the control (cycles) 

8 7-8 2.4 

7 7-8 1.8 
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substitution with power output in place of the interia constant to compute the center of the 

system angle cδ  is reasonable. 

 

Figure 1-5 Comparison of two methods to compute cδ  (fault-on time=0.11 sec) 

 
(2) The thresholds are set up ba sed on the critical cases and they need to be tuned in 

order to make the algorithm work reasonably for diverse conditions. 
(3) C ontrol actions su ch as t he g eneration t ripping in  the a ccelerating area o r lo ad 

shedding in the decelerating area are the normal methods in system protection. But, the 
tripping or  shedding amounts s till need to be  determined f rom further s tudies in future 
research works. 
 

Additional s imulation r esults of  t he a lgorithm i n t he 39 bu s N ew E ngland t est 
system can be seen later in the report in Chapter 5. 

1.3.2  Algorithm using the Energy Function Concept 

Transient e nergy m ethods a re non linear t heoretic techniques f or a nalyzing t he 
interconnected system stability of power system dynamics from swings in generator rotor 
phase angles. The energy associated with the deviation from system equilibrium point is 
quantified as a kinetic energy function (KE) that is related to changes in rotor speeds and 
a p otential energy f unction (PE) th at i s c onnected w ith c hanges in  re lative ro tor phase 
angles. I n o ur r esearch, w e ar e t rying t o est ablish t he r elationship b etween t he sy stem 
transient be havior and t he r eal-time m easurements f rom s ynchrophasors. T he t ransient 
energy method is used to analyze the system stability so that PMU based measurements 
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can be  used for de tecting the system instability in real-time, and for activating suitable 
control actions.  
 

Transient energy function methods have a  r ich history in power system analysis 
[21-28]. T he m ethod t o e valuate t he t ransient r esponse of  a  pow er s ystem f ollowing a  
large disturbance was proposed in [21-27]. [24-25] used energy functions to quantify the 
energy of  a  s ystem di sturbance. I n 1982, [ 26] in troduced th e i dea o f a n i ndividual 
machine’s e nergy f unction, a nd i n 1988, S tanton us ed t ransient energy f unction of a n 
individual generator t o a ssess i nstability of  i ndividual s ites [ 26-27]. T he E nergy 
Functions a re f ully d escribed in r eferences su ch as [ 24,25,28]. An a lgorithm us ing t he 
energy function c oncept t o de tect system i nstability of  a  transmission t ie-line based on  
PMU can be found in the recent paper [30], where the definition of a critical energy was 
carried out as a criterion of system stability.  

 
In th is report, we apply the energy function concept for a  multi-machine power 

system using heuristic interpretation of the energy function concept as described below. 
We co mpute t he p otential energy a s w ell as the k inetic en ergy o f eac h m achine an d 
define t hresholds t o d ecide a ) w hether t he s ystem i s p rogressing t owards t ransient 
stability and b) to identify the critical generator. 

 
With t he e nergy f unction a nalysis, it i s pos sible t o c ompute t he s wing e nergy 

associated with the system disturbances during an event. Also, by us ing the bus voltage 
phasor a ngle a nd f requency m easurements f rom s ynchrophasors, it i s pos sible t o 
determine an estimate of the system swing energy in real-time. Thus, the angle separation 
across t he s ystem c an be qua ntified a nd c ontrol a ctions c an be  taken to s tabilize th e 
system. In [28], the critical energy of each generator in the system is predetermined by 
the off-line computations. In real-time simulation, the computation of the kinetic energy 
function of  e ach g enerator is us ed t o de tect w hether th e generators will re main in 
synchronism. The recent paper [30] proposed a synchrophasor data based energy function 
analysis in typical power transfer path with two generators.  

 
In our  r esearch, w e c arry ou t the potential e nergy f unction t ogether w ith the 

kinetic energy function to define the total energy of each generator in the system in the 
spirit o f [2 6]. We i ntroduce he uristic a pproximations to m ake t he c omputation o f t he 
transient energy easy  t o i mplement i n a r eal-time s ynchrophasor e nvironment. 
Computation of both potential and kinetic energy functions in real-time is used to detect 
the system instability for the large power system with no restrictions on the s ize of the 
system or on the number of generators. 
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Algorithm 
 

A partial energy function is one that computes the transient energy of a single 
generator (or subsystem) in a multi-machine power system. In partial energy function 
analysis, we interpret the potential energy for generator i as the integral of the power 
accelerating the generator’s rotor,  

∫ −=
)(

0

)(
t

iTiGi

i

i

i
dPPPE

θ

θ

θ        (1.9) 

Similarly, the kinetic energy of machine i is interpreted as 
2)1( −= iii HKE ω                 (1.10) 

where   

iω  = rotor speed of the generator  
 iH  = Inertia time-constant of the generator 

iTP   = Machnical torque 

iGP  = MW generation of the generator  

iθ =  rotor angle 
 

Next, w e approximate t he c omputation f or t he hi gh s ide synchrophasors 
measurements as follows. The rotor angle is approximated by t he high side bus voltage 
phase angle like in Section 1.3. (The same approximation applies for the rotor frequency). 
The MW power generation is approximated by the MW high side power injection on the 
transmission line feeding the bus. The machine torque PTi is approximated by a  moving 
time-window a verage of t his h igh s ide pow er i njection. We a ssume t hat t he s ystem i s 
operating at the pre-contingency stable equilibrium point at the s tart of  the contingency 
and that the potential energy is measured with respect to the pre-contingency equilibrium 
state. This is again approximation of the standard definition of potential energy where it 
is usually defined with respect to the post-contingency stable equilibrium point.  I nertia 
constant Hi is varied proportional to the steady-state power injection. We define the total 
energy of each generator as iTE where, 

iii PEKETE +=   

Now, w e s imply us e iTE  to a nalyze t he s tability of  t he s ystem by obs erving 
whether iTE  values are remaining bounded. Simulation results of the algorithm in the 39 
bus New England system will be discussed in Chapter 5. 
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1.3.3  Algorithms based on Action Principle 

 
Principle of Least Action 
 

Principle of Least Action is a powerful conceptual platform for analyzing the 
dynamics of physical systems such as the power system. The traditional transient stability 
analysis in the power system has been based on Lyapunov theoretic principles, which 
emphasize the conservation or dissipation of the total energy of a system. In contrast, 
there is an alternate philosophy for deriving the dynamics of physical systems, which are 
based on the notion of Action.  

 

Action is defined as the time integral of the Lagrangian,  L, where L =KE – PE, is 
defined as the di fference between the Kinetic Energy and Potential Energy. Hamilton’s 
Least a ction P rinciple s tates th at th e s ystem follows th at s pecific tra jectory th at 
corresponds to the minimum action among all possible trajectories. Hamilton’s principle 
[31] i s a cl assical co ncept i n P hysics, an d i t h as r eceived much at tention i n t he r ecent 
Physics l iterature as an  alternate ca ndidate to N ewtonian l aws o f P hysics i n t extbooks 
[32]. In this section, we postulate that the Action Principle may be inherently suited for 
real-time analysis of angle stability in power systems.  

 
Specifically, as n oted b y m any au thors in r ecent P hysics literature (e.g. [ 32]), 

Hamilton’s Least A ction P rinciple i s s omewhat misunderstood i n t hat t he A ction f or a  
system t rajectory may not always be a minimum among al l possible t rajectories. There 
are instances, when the Action for a sy stem trajectory may be a sad dle point among all 
possible trajectories [32]. That is, Action of a system trajectory may be a minimum along 
some directions while being a maximum among other directions. I t has been postulated 
that the Action of a physical system trajectory can never be a maximum among candidate 
trajectories. 
 

In our power system context, the definition of Action (also called Effort by some 
physicists i ncluding E uler) i s in herently s uited to  real-time a nalysis i n t hat A ction or  
Effort is a time-integral of the Lagrangian. In this paper, we prefer the terminology Effort 
in p lace of Action for the integral because we show that the term has a d irect physical 
relevance.  
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Specifically, we define Effort as 

∫∫ −==
t

t

t

t

dtPEKEdtLEFF
00

)(   (1.11) 

As not ed earlier, K E c an be  computed f rom t he s peeds o f i ndividual m achines and 
potential energy from the sum of potential energy from each machine. That is,  

∑=
i

iKEKE and ∑=
i

iPEPE . Therefore, the Lagrangian L = KE-PE, naturally divides 
into Li=KEi-PEi. We can also decompose the effort EFF into ∑=

i
iEFFEFF where EFFi 

is the time-integral of the machine Lagrangian Li.  
 

The principle of least action is a theoretic tool that is used in physics to predict the 
system r esponse am ong m any p ossible t rajectories o f a m odel. I n o ur application, we 
want t o us e t he c oncept to an alyze the r eal-time t rajectory o f t he p ower sy stem as  
observed f rom s ynchrophasors to predict w hether t he trajectory is l eading t o a stable 
response or  an uns table r esponse.  T he pow er s ystem a pplication is motivated by t wo 
heuristic interpretations of the classical Action principle: 
 

We assume that the Action or Effort for a  t rajectory depicting a stable response 
(that converges to an asymptotically stable equilibrium point) is fundamentally different 
from that of an unstable response (that results in divergence). Specifically, in the context 
of power sy stem, we assume t hat t he E ffort computed as d efined above for a transient 
stable r esponse r emains bounde d while the E ffort c omputed f or a  t ransient uns table 
response be comes unb ounded i n s ome s ense. This m otivates us  t o de velop uppe r 
thresholds for E ffort a long t rajectories w hich are u sed t o p redict the em ergence o f 
unstable system responses.  
 

Action Principle implies that the system dynamics is along the path of least action 
or le ast e ffort. T herefore, by e xamining t he e fforts of  i ndividual ge nerators ( or 
components of a system), we postulate that the generators showing the largest effort are 
the most likely candidates to push the system to an unstable response as compared to the 
other generators. In other words, since the total effort EFF has to be kept at a minimum, 
large values of EFFi by a few generators imply that the other generators have to work that 
much harder to keep the total effort at a minimum. This motivates our control principle 
that when the system is predicted to be going unstable, tripping of generators exerting the 
largest Effort values will help enhance the overall system stability. 
 

In t he f ollowing sections, w e s how t hat the t wo c oncepts 1)  a nd 2 ) pr oposed 
above a ppear t o w ork well in  p ower s ystem s imulation te st c ases.  In  th e f ollowing 
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simulations, kinetic and potential energies of machines are calculated using the heuristic 
approximations summarized in Section 2.2. We can then compute the Lagrangian as the 
difference L=KE-PE, and pr oceed to e valuate the E ffort EFF as th e tim e-integral o f 
Lagrangian L as in equation (1.11).  
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2. TRANSIENT ENERGY FUNCTIONS 

2.1 Introduction 

The use of transient energy functions in determining stability has shown promise as 
seen f rom previous research [1].  Transient energy functions are a m eans of est imating 
the energy in a  system. Knowing the energy a llows us  to understand the behavior of a  
system without having to run time-domain simulations to determine if the trajectories are 
stable.  Since th e tra jectories, r otor an gle an d f requency, ar e r eferenced o n a cen ter o f 
inertia then the energy is al so referenced the same.  T his makes identifying the cr itical 
generators significantly easier s ince w e can  d irectly se e i f t hey ar e accel erating o r 
decelerating away from the rest of the system.  We will further assume that the energy of 
each generator is initially zero for the start of each simulation.  This has been shown to be 
a reasonable assumption in previous work [1][5].  Simulations on the 39 bus system have 
also s hown that t he e nergy c hanges i nsignificantly f rom l oad c hanges c ompared t o the 
energy f rom s ustained f aults making a ny s mall de viations from t he i nitial e nergy f rom 
zero irrelevant. 

2.2 Formulation 

To s tart o ff the definition of center o f inertia i s re -stated here.  The de finition of  
center of angle using the generator inertia H is given by the following, 

∑

∑

=

=

−

= N

i
i

i

N

i
i

COA

H

H

1

1
δ

δ  

In theory the inertia H is computed for each generator and is therefore ready to use for 
real-time c omputation.  H owever t he ge nerator a t a gi ven bus  m ight r epresent a n 
equivalent group of many generators, in this case making the exact calculation of H for 
that equivalent generator difficult to compute.  A scenario that makes using H difficult is 
where g enerators w ithin a p lant are committed o r d e-committed a s l oad c hanges 
throughout the da y.  A  ne w a pproach us ing t he s cheduled pow er out put i s us ed as a  
weighting in the center of angle was proposed in [19].  The new center of inertia is given 
in equation 2.1, 
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         (2.1)
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∑

∑
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In 2.1 iδ is the bus voltage angle estimate of the rotor angle for the ith generator in 
area k .  F or a sy stem r epresented a s o ne si ngle ar ea, the c enter o f i nertia i s computed 
using all the generators online.  Once the center of inertia is computed, we then reference 
the rotor angles to it as shown in 2.2. 

        (2.2)
COA

k k k
i iθ δ δ= −  

The rotor frequency is computed on the center of inertia frame of reference in the 
same way.  This is shown in 2.3 and 2.4, 

1

1

         (2.3)
i

COA

i

N

i T
k i

N

T
i

P

P

ω
ω

−

=

=

=
∑

∑
 

        (2.4)
COA

k k k
i iω δ δ= −   

 To unde rstand t he transient e nergy f unction better, let u s l ook a t the s wing 
equations of the synchronous generator defined on the center of inertia given in [1],   

    i         (2.5)i i mi ei iP P Dω ωΜ = − −   

Equation 2. 5 t ells us  the a cceleration, or  de celeration, d ue t o the mismatch be tween 
mechanical p ower miP on t he s haft and the e lectrical pow er eiP  which oppos es i t.  The 
damping iD  is assumed to have a negligible effect on the first swing and therefore is set 
to z ero. Another t erm a ppearing on  t he r ight hand s ide of  2.5,−𝑃𝑃𝐶𝐶𝐶𝐶𝐶𝐶𝑘𝑘   is u sed i n [1 ][5] 
which relates the power mismatch to the center of inertia power mismatch, however the 
swing equations used in this research will neglect this. 
 
 To r elate t he s wing e quation 2.5 t o e nergy i t i s ne cessary to de scribe t he 
fundamental relation between work, energy and power.  Knowing the force acting on a 
body tells us the acceleration of that body by N ewton’s equation F m a= ∗ .  T he torque 
that causes a body to rotate is proportional to the force by the distance from the center of 
mass.  Noting that the swing equation essentially tells us the net torque on the generator 
shaft we can then state that it is proportional to a net force.  Taking the first integral of 
motion of the swing equation then gives us work.  Work is merely the change in kinetic 
energy of  the system, and s ince energy i s conserved this i s a lso equal to the change in 
potential energy.   
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 The mathematical derivation given in [5] is similar but instead of multiplying 2.5 
by δ to get Work, i.e.W τ θ= ∗ , we use the t ime derivative of delta δ  giving us  power 
instead of work.  This is done to make the integration easier.  Integrating with respect to 
time gives us the work, which is equivalent to energy.  Deriving the energy in this fashion 
makes integration easier since we know that δ is equivalent to ω.  Integrating 2.5, 

( ) ( )i mi ei i mi ei
d dP P dt dt P P dt
dt dt
ω δω δ ωΜ − + ∗ = Μ ∗ − − ∗∫ ∫ ∫   

Looking a t the f irst in tegral te rm on the right hand s ide, we see t hat this i s merely the 
chain rule used in differentiation so integrating this gives us 21

2 iωΜ  .  For the second term 
we see t hat dt cancels o ut so w e ar e l eft w ith t he i ntegration w ith r espect t o an gular 
displacement δ.  At th is p oint it , should be  m entioned t hat Equation 2.5 w as a rranged 
such that 0 ( )i mi eiP Pω= Μ − − . Integrating the t erm (zero) gives us a constant representing 
the t otal en ergy o f t he system w hich sat isfies the theory o f energy conservation.  T he 
transient energy function representing a single machine is given by equation 2.6, 

21 ( )          (2.6)
2

s

i i i mi eiTE P P d
δ

δ

ω δ= Μ − −∫  

2.3 Lyapunov’s Methods 

The premise that transient energy functions are suitable for determining stability of 
a sy stem i s b ased o n Lyapunov’s Theorems of  s tability. Of particular in terest is  
Lyapunov’s second method.  The second method is based on finding an equation that tells 
us the behavior of the trajectories without explicitly integrating the differential equations 
which is computationally tedious.  From the point of  angle stability this means that the 
Lyapunov equation gives s ufficient c onditions on w hen the rotor a ngle and r otor 
frequency trajectories are asymptotically stable in the sense that they re turn to  a  s table 
equilibrium point.  T he Lyapunov function will be denoted as ( )V x  in keeping with the 
traditional notation.   

 
For a function to be considered as a Lyapunov function it must be shown that the 

following characteristics apply [2], 
 
The function ( )V x  and its first derivative with respect to time, ( )V x , are continuous 

within a bounded region Ω. 

(0) 0V = , ( )V x <0 (negative definite) 

( )V x  is positive and bounded within a region Ω surrounding the stable equilibrium point. 
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There a re many v ariations to  th is re sult in  p ractical a pplications based on t he 
specific aspects of the nonlinear systems being considered. It can be argued as shown in 
[1], [5], that the transient energy function satisfies these conditions making i t a suitable 
Lyapunov function.  The third criterion has been shown to be heuristically true through 
simulation results as stated in [5].  The second criterion is easily verified by inserting the 
equilibrium points i sω ω= and i sδ δ=  into 2.6.   

 
The m ain pr oblem in o ur re al-time a pproximations of  t ransient e nergy f unctions 

based on voltage angle measurements is with the first criterion, that the estimated rotor 
angle and f requency be continuous.  A ny t ype of  ne twork c hanges w ill c ause 
discontinuities i n bus  vo ltage angles and magnitudes.  For instance, a l ine t ripping can 
result in a sudden change in voltage angle differences especially if it is  related to a main 
tie-line.  F aults c lose t o a ny ge nerator w ill l ead t o a n e ven l arger d iscontinuity.  A s a  
practical solution t o t his pr oblem, a lo w p ass f ilter is  suggested on t he s ynchrophasor 
measurements. 

2.4 Implementation 

The online implementation of the transient energy function is assumed to be done 
through SCADA (Supervisory Control and Data Acquisition).  SCADA gives the control 
operators a  w ay to m onitoring the pow er f lows and voltage l evels in a sy stem.  
Traditionally this was done with state estimators but for convenience we will assume that 
the s ynchrophasor’s m easurements m onitoring the out put of e ach ge nerator a re u sed 
instead.  This is a reasonable assumption since the generator output is metered anyways.  
When implementing the transient energy function we compare the computed energy with 
the known critical amount of energy.  I f the maximum energy for a given disturbance is 
less then the critical energy required for the machine to lose synchronism then it is stable.  
If the machine goes above this l imit then i t is unstable.  F or the case where a g roup of 
machines b eginning t o l ose sy nchronism w e take t he m achine t hat t akes t he sh ortest 
amount o f t ime t o g o b eyond i ts c ritical en ergy l imit as  t he can didate m achine w here 
generation shedding should occur. 
 

The c ritical e nergy i s f ound t hrough s imulating a  s ustained f ault w ith dur ation 
equal to the critical clearing time near the generator of interest.  The following example 
shows the calculation of the critical energy for Generator 4 on t he 39-bus 3 A rea power 
system under heavy loading conditions.  The maximum total energy for the generator is 
shown in Figure 2-1, 
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 Figure 2-1: TE Threshold Gen4 

 
The total energy of Generator 4 is depicted in Figure 2-1 as the dotted line.  T he 

maximum total energy that is reached is 2.41pu.  L ooking at Figure 2-1 we see t hat the 
total energy does not go to zero.  T he reason for this is that we are integrating from the 
pre-fault equilibrium point, not the post-fault equilibrium point.  T o know the post fault 
equilibrium point, we would need to do transient simulations for all possible faults, which 
is impractical for any reasonably sized system.  We can see that the total energy remains 
bounded s o i t i s c onsidered stable even t hough t he s econd Lyapunov condition i s not  
entirely met.  Examining the kinetic energy, we see t hat i t does go to zero as sh own in 
Figure 2-2. 
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Figure 2- 2: Kinetic Energy Gen 4 

 

When all of  the kinetic energy is converted to potential energy, we can say that 
the sy stem is st able.  T his can  b e misleading si nce i n p ower sy stems w e co nsider a  
generator to be unstable when pole slipping occurs.  Pole slipping is a phenomenon that 
we w ish t o a void s ince i t c auses da mage t o t he s ynchronous machine a nd ot her 
equipment.  I n r eality there a re p rotection s chemes t o pr event t he m achine f rom p ole-
slipping, so assuming the machine will trip we need to determine at what point we need 
to shed generation to prevent the generator from going offline completely. 

 
In Figure 2-3, it is evident that the potential energy stops increasing as the kinetic 

energy is c onverted i nto pot ential energy. Let us  l ook a t the case w here G enerator 4  
remains in synchronism with the system but  other generators do not . In Figure 2-4, we 
observe that the total energy of Generator 4 does not exceed 2 pu, or come close to it.   
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Figure 2- 3: Potential Energy Gen4 

   

 

Figure 2- 4: Gen 4 Total Energy, Fault Bus 29 

 

Generators 2, 3, a nd 1 0 di verge f rom t he r est of  t he s ystem w here Generator 4  
remains in synchronism.  Another point that should be  made i s that the total energy o f 
Generator 4  set tles down to a v alue l ess than zero where as the unstable generators do 
not.  I n this c ase, the uns table g enerators, those l ocated i n Area 2 in Figure A -1, 
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decelerate since the Generation in Area 2 is not sufficient to supply the entire load in that 
area. 

2.5 Conclusions 

Determining the s tability of a power system using total energy has i ts challenges.  
The m ost n otable is  th at it is s low in  d etermining th e c ritical g enerators.  T he r esults 
section of this report compares the total energy algorithm with the angle, Lagrangian, and 
Effort.  Here we see that the angle algorithm proposed in [19] is more suitable for use in 
determining the critical generators since it is much faster than the total energy algorithm.  

  
Compared with the Lagrangian we see that it is slower to respond.  One of the major 

differences lies in the fact that the kinetic energy is at a m aximum on the largest swing 
when t he p otential e nergy i s at its highest a bsolute va lue.  Since the k inetic e nergy is  
squared, it doesn’t tell us if the generator is speeding up or slowing down.  So looking at 
the pot ential e nergy w e s ee t hat w hen i t i s m ost ne gative, i t m ust be  a t a  hi gher r otor 
angle, thus accelerating.  Thus negating the potential would mean the Lagrangian would 
be greater at this point then the total energy.  At this point the Lagrangian would be at a 
maximum where as the total energy is not, making the Lagrangian a faster algorithm for 
detecting the instability.  Looking at the case where the fault is near the generator we see 
that the k inetic e nergy plays a  m uch m ore s ignificant role t hen the p otential e nergy 
during the fault on case.  For faults electrically farther away this is not the case. 
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3. LAGRANGIAN AND EFFORT 

3.1 Introduction 

The Lagrangian gives us t he d ifference r ather then t he s um o f t he e nergy 
components.   By in tegrating th is d ifference o ver tim e, we f ind t he Action, or  Effort.  
Apart from its use as a clever way to find the Newtonian equations of motion, it has no 
apparent physical meaning.  Since we integrate it to find the Effort, we can simply think 
of i t as the “density” or “intensity” of Effort.  The Lagrangian is a pplied in t he same 
manner as t he total energy and as such, we treat i t like a Lyapunov function purely for 
experimental purposes.  

 
The Effort on t he other ha nd r epresents the minimal a mount of  action th at th e 

system takes from one point in time to another.  This is difficult to determine since data 
on whether or not a line was tripped due to a fault may not be available.  We first test the 
system assu ming w e k now t hese t imes, a nd t hen w e i mplement a  ne w a pproach b y 
comparing the Lagrangian of the whole system. 

3.2 Formulation 

Looking at the difference between the kinetic energy, and potential energy we form 
the Lagrangian as shown in 3.1, 

              (3.1)i i iL KE PE= −  

Where KE and PE are the kinetic and potential energy of the i th generator computed in 
real-time as in 2.6.  The Effort is then computed by 3.2, 

2

1

                 (3.2)
t

fforti i
t

E L dt= ∫  

The in tegration limits f rom t1  to  t2  represent the time frame in  which the Effort of the 
system i s of interest.  This t ime f rame i s represented as the fault on t ime for t ransients 
dealing with faults.   
 
 A new way of determining t1 and t2 is by looking at the system wide Lagrangian, 
which i s s imply t he s um of  t he Lagrangians ev aluated for e ach m achine.  F rom 
simulations it is seen that small changes in load, say +/- 5%, have little effect on the total 
energy of the system.  The ef fects on the Lagrangian are therefore negligible.  A  good 
question t o a sk is a t what poi nt we s hould declare the sy stem t o be i n a s tate o f 
contingency.  The s hort a nswer t o t his l ies i n g ood e ngineering j udgment at th is p oint 
rather then mathematical formulation.  Further research is needed for theoretical analysis.  
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From s imulation on the 39 bus  t est system, it was found that a  va lue of a round 0.2  pu 
energy indicated s evere pr oblems w ith t he s ystem. A  j ustification of  us ing 0.2  pu of  
energy i s shown be low where we examine an  unstable fault scenario and a st able case 
where load is changed in the system. 
 

 

Figure 3- 1: System Lagrangian, Unstable Fault Case 

 
In Figure 3-1 we see that the Lagrangian reaches a maximum of about 8 pu 

indicating a large disturbance has occurred.  For a load change in the system we see in 
Figure 3-2 that 0.2 pu is a more conservative threshold. 
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Figure 3- 2: Computation of Lagrange for each generator, no fault simulated 

 

From Figure 3-2, we observe that the Lagrangian for the most effected generator 
goes to about 0.15. Looking at the sum of Li over all the individual machines, we see that 
this sum stays close to zero as shown in Figure 3-3. 

 

 

Figure 3- 3: Sum of Lagrangians for Cont1, Stable 

 

0 10 20 30 40 50 60
-0.2

-0.15

-0.1

-0.05

0

0.05

0.1

0.15
Li: Load Increase cont1, stable

t(sec)

L i(p
u)

 

 

Gen1
Gen2
Gen3
Gen4
Gen5
Gen6
Gen7
Gen8
Gen9
Gen10

0 10 20 30 40 50 60

-0.05

-0.04

-0.03

-0.02

-0.01

0

0.01

0.02
X: 5.44
Y: 0.01896

Sum of Li For Cont1, Stable

Time (sec)

L i



 

29 

 Knowing t1 allows us to define the starting point for the Effort.  L et us call this 
sum TL.  Let TL be computed as follows in equation 3.3, 

( ) ( )                (3.3)i
i

TL t L t=∑  

Equation 3.3 is the same as finding the total energy of a system as described in [7] except 
we use the Lagrangian.   
 

To determine the ending time t2 we look at the behavior of TL.  If TL is decreasing 
then the phase angle and frequency must be decreasing.  A t this point, we can conclude 
that the critical generators are regaining synchronism with the system.  If the Effort of the 
critical machine exceeds the critical amount needed to lose synchronism within the time 
frame f rom t1 t o t 2 t hen t he ge nerator i s uns table.  If Equation 3.3 be gins de creasing 
before the maximum amount of Effort has been exceeded then we can not say for certain 
whether the machine will lose synchronism. 

3.3 Implementation 

To determine the efficiency of the Lagrangian and Effort algorithms we will look at 
two cases.  The first case will include a fault and the other an overloaded system will be 
simulated with no fault.  For the faulted cases the system is stable with regard to +/- 5% 
load fluctuations.  T he fault is applied long enough for the system to lose synchronism.  
The method described above in determining t1 and t2 for use in 3.2 is compared with the 
method were we assume we know t1 and t2 for a given fault.  For simplicity, let us refer 
to these as method 1 and method 2 respectively.  The overloaded system will be analyzed 
using method 1.  A thorough investigation of the Lagrangian and Effort algorithms is left 
for the results and comparisons section of this report. 

 
 For the following fault case, a three phase fault is simulated at bus 4 in the system 
shown in Figure A-1.  Observing the estimated rotor angle, defined on the COI reference 
frame, in Figure 3-3 below we observe that Generator 3 is the critical generator. 
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Figure 3- 4: Estimated Rotor Angle from Bus Voltage Angle Measurement 

 
At about 2 seconds, we see that Generators 2 and 10 begin to decelerate from the 

center of inertia.  Area 2, shown in Figure A-1, is clearly losing synchronism with the rest 
of the system.  Computing the load ratio for each area in the system we see that Area 2 
has the highest, as shown in Table 3-1 below, thus we shed load at Area 2. 

 

Table 3- 1: Load to Generation Ratio, 39 Bus 3-Area System 

Load To Generation Ratio: 39 Bus 3-Area System 
 Area1 Area2 Area3 

Loadi (MW) 1647.8 3433 2011.97 

Geni  (MW) 2094.7 2496 2674.3 

Loadi / Geni 0.787 1.375 0.752 

RL/G 0.2268 0.4725 0.2769 

 

Determining how  m uch l oad and g eneration to t rip t o m ake t he s ystem s table 
depends on  s everal f actors.  B eing a ble t o t rip ge neration a nd l oad quickly helps i n 
mitigating the angle instability thus the control action time at which each algorithm picks 
up has a significant effect on how much load should be tripped.  For longer control times 
we need to trip more load and generation to make the system stable. Further research is 
needed on these i mportant i ssues.  Another f actor h as to  do w ith th e ti e-line tr ansfer 
limits.  If, for instance, we decide to trip generation and load at Area 2 but the amount of 
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generation is more then the load then the tie-line connecting Area 2 to the grid becomes 
more stressed.  This problem can be overcome by s imply shedding the same amount of 
load as generation. Using Method 1, the Effort is computed as shown in Figure 3-5. 

 

 

Figure 3- 5: Effort Computed for method 1 

 
At 0.324 seconds, the Effort of Generator 3 exceeds its critical limit.  Generators 2 

and 10 begin to pull away from the rest of the system but since Generator 3 was the first 
to be  p icked up by t he Effort algorithm w e s hed ge neration t here i nstead of  t he other 
generators.  I f w e a ssume w e kno w t he f ault dur ation a s de scribed i n Method 2 we 
observe a close approximation with the first method.  This is shown in Figure 3-6. 
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Figure 3- 6: Effort Using Method 2 

 
Comparing Figure 3-5 t o 3-6 w e s ee t hat t he t ime di fference i n pi cking up  

Generator 3 is a bout 0 .01 seconds.  Figure 3-7 shows t he Effort computation f or 
Generator 3 for both methods. 

 

 

Figure 3- 7: Effort Comparison Between Methods 
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methods for calculating Effort with those obtained from the other algorithms we see that 
Effort initiates control action the quickest, as shown in Table 3-2. 

 

Table 3- 2: Control Times Comparisons For Fault At Bus 4 

Fault Bus 4, Gen 3 Pickup 
 Control Time(sec) 

Method 1 0.324 
Method 2 0.314 
Lagrange 1.057 

TE 1.887 
Angle 0.657 

 

3.4 Determining Stability Limits 

For the Lagrangian, the limits are determined in exactly the same way as with the 
total energy.  A sustained fault is simulated up until the critical clearing time and we find 
the maximum value that the machine can withstand.  This process is shown in Figure 3-8. 

 

 

Figure 3- 8: Gen 3 Lagrangian Stability Limit 
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t2.  F or the following s imulation shown in Figure 3-9, t1 i s 0.05 s econds and t2 i s the 
critical clearing time at 0.283 seconds. 

 

 

Figure 3- 9: Gen 3 Stability Limit Using Effort 

 

To find the critical Effort for each generator, we look at the Effort computed for the 
fault on t ime dur ation.  F or Generator 3 w e w ould s et t his l imit t o 0.2 33 a s s hown i n 
Figure 3-9.  This p rocedure is f airly a ccurate i n d etermining th e lim its a s long as th e 
loading i n the sy stem st ays w ithin a r easonable l evel f or which t he t hresholds w ere 
computed on.  F or changes as much as 20 pe rcent of the total load demand, we need to 
find a  new set of  thresholds.  In the results section, we look a t three load levels, l ight, 
medium and heavy and compare the results between each. 

3.5 Conclusions 

The Lagrangian appears to be a good measure of stability.  I ts use in determining 
instability seems to be comparable to the other algorithms and even indicates instability 
faster t hen the t otal e nergy.  S ince bot h f requency a nd e stimated r otor a ngle data i s 
available in real-time from PMU’s, it can be quickly computed.  F or the computation of 
the energy components, it is necessary that the data be continuous.  A ny discontinuities 
can have an impact on t he computations resulting in incorrect control actions.  Filtering 
the data using a low pass filter helps in reducing the effects of any discontinuities and has 
been shown to have only a minor impact on the speed of detecting angle instability. 
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Although tripping the same amount of generation as load is a good way to insure 
that the transfer limits are not exceeded, it may not be optimal in terms of lost revenue.  
After a ll, tripping less load while shedding more generation would lead to less revenue 
being lost.  A sensible question to ask is how we can lower the amount of load tripped 
and a t the same t ime maximize t he a mount of  generation tripped in or der t o ke ep t he 
system stable.  Load shedding schemes developed in [9][10][11][12] along with countless 
others de al with opt imizing l oad s hedding.  A lot of  t hese schemes ar e w ell suited f or 
special cases but not for large power grids like the eastern interconnection.   

 
Overvoltage is also a key issue in load shedding.  In the August 2003 blackout load 

shedding a ctually m ade t he situation w orse due  t o t he ove rvoltage c onditions causing 
overvoltage relays to trip.  By tripping less load or by splitting up the amount to trip over 
a period of  t ime would have alleviated the overvoltage conditions.  For s implicity, it is 
assumed t hat o vervoltage is  n ot a  p roblem w ith re gards to t esting t he algorithms.  I n 
future research, this issue should be studied in greater detail. 
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4. ANGLE MITIGATION ALGORITHM 

4.1 Introduction 

The angle algorithm uses a heuristic approach to predicting angle instability based 
upon obs ervations of  the a ngle t rajectories d uring s table a nd uns table c ontingencies.  
When the rotor angle t rajectory exceeds the cr itical angle θc, w.r.t. center of inertia, we 
then in tegrate o ver time th e ro tor angle.  If  t his integral r emains bounde d by s ome 
predefined quantity then we say that the system is transient stable [19].  Four thresholds, 
two for the acceleration and deceleration critical angles and two for their t ime integrals 
are required for each generation unit.  The physical interpretation of the integral is that it 
represents the generation reserve.  Knowing if this reserve is used up during a disturbance 
is a good indication of the angle stability of the system.  Generators with a higher reserve 
are generally more stable following disturbances [13]. 

 
Several ad vantages from us ing t he a ngle a lgorithm include s peed of  i nstability 

detection as well as eas e of implementation.  S ince all trajectories are measured in real-
time through PMU’s, we can use the algorithm in real-time as w ell.  The estimation of 
spinning reserve can be updated by noting the change in active power output which can 
be computed easily from the synchrophasor measurements.  For simulations on the New 
England 39  bus  t est s ystems, we us e a  f ixed threshold f or t he r otor angle θc and i t’s 
integral denoted as Ω. 

 
Although the angle algorithm is fast, i t has shown to be over sensitive as we will 

see from the simulations.  This may be because of the fact that the thresholds need better 
tuning and because the generation reserves have not  been computed accurately enough.  
For systems of reasonable size, say 50k buses, we would have to use more sophisticated 
methods to determine the thresholds. 

4.2 Formulation 

The trigger for initiating the computation of the angle algorithm is given by the 
maximum deviation from the center of inertia in Equation 2.2.  The integral of the rotor 
angle is denoted by Ωa and Ωd for acceleration and deceleration respectively and is 
computed when the critical angle deviation of Equation 2.2 is exceeded. If θi starts 
decreasing (decelerating) before Ωa is exceeded then we reset the integral to zero. 
Conversely if θi increases before Ωd is exceeded then Ω is reset.  For the simulations in 
this report, we set Ωa=2.5 and Ωd=-2.5. 
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4.3 Implementation 

The implementation on the New England 39 bu s system compared with the other 
algorithms is covered in greater detail in the Results and Comparisons section.  Here we 
will look at the case for a fault at bus 4 with the transmission line connecting bus 4 to bus 
14 disconnected to clear the fault.  Let us first examine the estimated rotor angles defined 
on the COI given in Equation 2.2, shown i f Figure 4-1 be low, s imulated on t he 3  a rea 
New England system shown in Figure A-1.  Load shedding i s i nitiated as described in 
Chapter 3 where Area 2 is given as the best candidate. 

 

 

Figure 4- 1: Estimated Rotor Angle From Voltage Angle 

 
The Generators in Area 2 are at first accelerating from the center of inertia however 

Generators 2 a nd 3 s tay in synchronism with the system for a  longer time.  C learly we 
need to shed load and generation in Area 2 as Figure 4-1 shows.  T he area where load 
shedding should occur is not as obvious until about 1.75 seconds.  Looking at the load to 
generation ratio, given in Table 3-1, at the time of generation shedding gives us a good 
idea of what area to shed load at will have a highest impact on transient stability. 

4.4 Conclusions 

One of  t he main i ssues a rising f rom us ing t he a ngle algorithm i s be ing a ble to 
properly determine the spinning reserves, and thus properly setting the maximum integral 
limit.  This can be accomplished using the operating the real power output and estimating 
the maximum generation output through offline studies.   
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Determining the critical groups of generators during a disturbance has been shown 
for the most part to be one of the strong points of using the angle algorithm, as the results 
in Chapter 5 w ill s how.  T he t endency of  t he angle a lgorithm t o ove r r eact i s a nother 
issue that needs to be addressed in future research. 
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5. RESULTS AND COMPARISONS 

5.1 New England 39 Bus Test System Fault Case 

The following tests were done on the original 39 bus system shown in Figure A-2 
in the appendix.  T he thresholds for each algorithm for this case are given in Table 5-1.  
The m aximum lim its a re g iven in  per u nit.  I n sev eral cases t he en ergy a nd L agrange 
limits are almost identical.  F or these cases t he energy is largely kinetic thus the energy 
and Lagrangian are almost the same.  The spinning reserve integration bounds used in the 
angle algorithm were set to 2 pu. 

 

Table 5- 1: Unmodified 39 Bus System Thresholds 

Thresholds For Unmodified 39 Bus System 
  Lagrangian Effort Energy Angle(deg) Output(MW) 

gen1 11.7463 0.407 12.0478 +/-80° 317.82 
gen2 2.5737 0.328 2.5935 +/-80° 760.16 
gen3 3.4679 0.428 3.147 +/-80° 826.33 
gen4 2.9997 0.476 4.2065 +/-80° 803.45 
gen5 1.5347 0.303 1.0928 +/-80° 645.81 
gen6 2.101 0.45 2.3051 +/-80° 826.33 
gen7 2.589 0.592 1.4071 +/-80° 711.92 
gen8 2.6268 0.517 1.5786 +/-80° 686.49 
gen9 2.8042 0.156 2.1467 +/-80° 1055.17 
gen10 15.8196 1.198 20.0394 +/-80° 1271.28 

 
Table 5 -2, s hown be low, c ompares the a lgorithms be tween di fferent f ault 

scenarios.  B etween t he L agrangian, E ffort, a nd a ngle a lgorithm w e s ee a  s trong 
correlation between a lgorithms w ith re gards t o c orrectly indicating t he most sev ere 
generator.  In most cases all four algorithms correctly picked up the candidate generator.  
We c an s ee f rom t he c ontrol t imes t hat t he L agrangian a nd e nergy algorithms a re t he 
slowest while the Effort is comparable with the angle algorithm. 

 
With the st able c ases we n eed t o make su re t hat the a lgorithms d o n ot in itiate 

control actions.  T he control times are denoted as infinite to indicate that the algorithms 
correctly classify the system as stable.  To be sure that we do not prematurely take control 
action w e c ompare t he L agrangian, E ffort, a nd a ngle a lgorithms t o s ee i f a ll t hree 
determine the same generator.  S ome of the stable cases d o pick up stable generators as 
being unstable but since the other two algorithms did not pick up that generator we do not 
initiate generation shedding.  Let us examine this case.  A stable system following a fault 
at bus 8 with transmission line connecting bus 8 to 9 tripped shows an unstable generator 
at bus  2.  A ssuming we know nothing about the s tability of the system at that t ime we 
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check the output for the other two algorithms and s ince neither one  has confirmed that 
Generator 2 is unstable we do not hing.  U sing the control times given in Table 5-2, we 
see that the critical clearing times improve, shown in Table 5-3. 

 

Table 5- 2: Control Times For Unmodified 39 Bus System 

39 Bus Original System Fault Cases 
Unstable Cases Stable Cases 

Bus 4 4-14      Bus 4 4-14   
Li Angle Alg Effort Energy Li Angle Alg Effort 

2 1.954 2 1.3761 2 1.665 2 2.164 gen2 INF gen2 INF 2 INF 
3 1.885 3 1.3661 3 1.665 3 2.074 gen3 INF gen3 INF 3 INF 

Bus 14 4-14     Bus 14 4-14   
Li Angle Alg Effort Energy Li Angle Alg Effort 

8 1.083 1 0.7752 9 0.378 5 1.333 2 INF 1 INF 9 INF 
9 0.825 8 0.4969   6 1.443 3 INF 8 INF   

   9 0.6261   7 1.373 8 0.33 9 INF   
       8 1.333 9 INF     

Bus 5 5-6     Bus 5 5-6   
Li Angle Alg Effort Energy Li Angle Alg Effort 

2 1.421 2 0.7951 2 1.034 2 1.63 2 0.75 2 INF 2 INF 
3 1.65 3 1.5703   3 1.829 3 INF 3 INF   

Bus 25 2-25     Bus 25 2-25   
Li Angle Alg Effort Energy Li Angle Alg Effort 

4 2.333 4 0.339 4 0.568 4 2.773 6 INF 6 INF 6 INF 
5 2.333 5 0.688     7 INF 7 0.88 7 INF 

Bus 2 2-25           
Li Angle Alg Effort Energy       

6 1.566 6 1.1567 6 1.396 6 1.815       
7 2.014 7 0.8177   7 1.954       

Bus 16 16-21           
Li Angle Alg Effort Energy       

8 2.473 8 0.2985 8 0.995 5 2.333       
9 0.597 9 0.5473 9 0.328 9 0.796       

 
The cr itical cl earing t ime i mprovement v arious si gnificantly b etween different 

generators as shown in Table 5-3.  One reason for this is that the amount of generation 
shed was set to 50% of the generation active power output which varies by a s much as 
500 MW as can  be seen in Table 5-1.  Naturally, the more load and generation removed 
from the system the less stressed the transmission network becomes.  Shedding too much 
load on the other hand can lead to instability as well so should be avoided. 
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Table 5- 3: Critical Clearing Time Using Effort Control Times 

Fault 
Line 

Removed 

CCT 
(cycles) No 

Controls  CCT Effort 
CCT 

Angle 
CCT 

Lagrangian 
CCT 

Energy 
4 4to14 50 50.8 52.3 51.3 51 
14 4to14 32 38.2 38.4 34 34.9 
4 4to5 50 50.8 53.1 48 47.6 
3 3to4 97 101.12 99 98.2 96.1 
4 3to4 50 50.8 52.3 50.6 50.5 
5 5to6 41 46.6 45.7 42.7 41.2 
6 5to6 37 42.8 43.34 41.1 39.7 
2 2to25 51 53.4 54.2 51.9 52 
25 2to25 27 39 35 33.2 31 
16 16to21 76 76.4 78 76.2 76 

 

5.1.1 New England 39 Bus Test System Overloaded Case 

Here we examine contingencies involving high loading in the system along with 
transmission line and g enerator outages due t o ove r heating.  The unstable cases ar e 
examined f irst.  The co ntingencies where ar bitrarily ch osen t o t est t he a lgorithms on  
various operating conditions.  Refer to Table A-1 in the appendix for exact contingencies 
details.  For the first contingency only load increases with line outages are simulated.  In 
these c ases, we i ncrease t he loading i n one  a rea a nd ge neration i n a  different a rea to 
simulate an increase in tie-line transfers.  Generator 3 is the first to go unstable as can be 
seen from examining the estimated rotor angles in Figure 5-1 below. 

 
The a ngle of G enerator 3 i s the f irst to i ncrease be yond 90°s  a nd t he a ngle 

algorithm detects instability at about 28 seconds.  Generator 2 stays in synchronism with 
Generator 1 0 f or a bout 1 s econd i ndicating that t he l oad shedding s hould oc cur near 
Generators 10 a nd 2.  We now look at the other algorithms to determine stability.  The 
Effort i sn’t computed until the total system energy or  Lagrangian exceeds 0.2 pu s o to 
determine stability using Effort we must wait a minimum of 27 sec as shown in Figure 5-
2. At 27 s econds, we begin computing the Effort until the total energy decreases which 
occurs at 28.25 seconds.  The Effort computed within this time period is shown in Figure 
5-3.  The Effort of the other 9 generators is negligible compared with Generators 2, 3, and 
10.  Since Generator 3 exceeds its stability threshold first, we shed generation at that unit.  
The system Lagrangian and total energy are shown in Figure 5-4 and 5-5 respectively. 
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Figure 5- 1: Rotor Angle Estimated From Bus Voltage Angle 

 

 

Figure 5- 2: Total System Lagrangian for Unstable Cont2 
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Figure 5- 3: Effort for Unstable Cont2 

 

 
 

Figure 5- 4: Lagrangian Computation for Unstable Cont1 
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Figure 5- 5 Energy for Unstable Cont1 

 

In t his case , we see t hat all f our a lgorithms d etected th e c orrect c ritical set  o f 
generators how ever, since Generators 2  and 3 ar e el ectrically c lose t o e ach o ther i t 
becomes difficult to tell which one is the most critical. 
 

Table 5- 4: Unstable Cont 1 Algorithm Comparisons 

Unstable Cont 1 
  Gen Time (sec) 

Effort 3 27.49 
Energy 2 27.73 

Lagrange 2 27.65 
Angle 2 27.74 

 
In t he pr evious c ase, w e s ee t hat t he E ffort, e nergy, a nd L agrangian indicated 

instability quickly and at almost the same time.  The Lagrangian is actually the quickest 
to in dicate the cr itical g enerator w here as in t he f ault case  w e saw  t hat E ffort an d t he 
angle a lgorithm w ere t he qui ckest.  O ne i mportant aspect of us ing e nergy i s t hat bot h 
angle and frequency is used making it more flexible in determining stability among many 
different sc enarios.  T able 5 -5 s hows t he c omparisons of  4 s table a nd un stable 
Contingencies. 
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Table 5- 5: High Loading Level Comparisons 

Unstable Cont 1 Stable Cont 1 
  Gen Time (sec)   Gen Time (sec) 

Effort 9 7.7 Effort - INF 
Energy 5 23.02 Energy - INF 

Lagrange 9 9.27 Lagrange - INF 
Angle 8 5.69 Angle - INF 

Unstable Cont 2 Stable Cont 2 
  Gen Time (sec)   Gen Time (sec) 

Effort 3 27.49 Effort - INF 
Energy 2 27.73 Energy - INF 

Lagrange 2 27.65 Lagrange - INF 
Angle 2 27.74 Angle - INF 

Unstable Cont 3 Stable Cont 3 
  Gen Time (sec)   Gen Time (sec) 

Effort 9 20.63 Effort - INF 
Energy 2 25.36 Energy - INF 

Lagrange 3 25.52 Lagrange - INF 
Angle 8 6.04 Angle - INF 

Unstable Cont 4 Stable Cont 4 
  Gen Time (sec)   Gen Time (sec) 

Effort 9 24.870001 Effort - INF 
Energy 5 50.23 Energy - INF 

Lagrange 9 30.93 Lagrange - INF 
Angle 8 21.11 Angle - INF 

 

The stable cases show t hat none of th e a lgorithms in itiated a  f alse tr ip.  Since 
neither the total energy of the system or total Lagrangian of the system exceeded 0.2 pu 
an ev ent w as n ot d etected thus Effort was not  c omputed f or a ny o f t he f our s table 
contingencies.  Other algorithms are used in power systems to detect when an event is 
occurring, such as frequency decline, however since we are calculating energy it is easy 
to c heck a nd s ee i f i t is c hanging significantly w hich w ould i ndicate an e vent.  The 
Lagrangian shown i n Figure 5-6 c learly sh ows that each  g enerator s ettles d own t o its 
stable equilibrium.   
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Figure 5- 6: Lagrangian for Stable Cont 4 

 

5.2 39 Bus 3 Area System Fault Case 

The simulations for the 39 bus test system separated into 3 areas connected through 
long transmission tie-lines as shown in Figure A-1 in the appendix.  As with the previous 
test sy stem, we l ook at  cases w here f aults cause i nstability an d al so f or heavy loading 
scenarios. Tables 5-6, 5-7, and 5-8 show the thresholds for various loading levels of the 
system.  T hese c orrespond w ith maximum l oading w ith de crements of  20%  of  the 
maximum.   

 

Table 5- 6: Max Loading Thresholds 

 Thresholds, Max Loading 
 Effort Lagrange Energy Angle(deg) Output(MW) 

gen1 0.15 1.5971 1.6644 +/-90° 496.19 
gen2 0.5 2.1816 2.8869 +/-90° 608.92 
gen3 0.23 2.4005 2.6179 +/-90° 698.81 
gen4 0.37 2.1046 2.4125 +/-90° 666.65 
gen5 0.35 1.125 1.1854 +/-90° 535.85 
gen6 0.34 2.1156 2.4022 +/-90° 685.69 
gen7 0.46 1.7097 1.9052 +/-90° 590.70 
gen8 0.15 2.0554 2.1241 +/-90° 674.58 
gen9 0.07 1.4012 1.5821 +/-90° 770.45 
gen10 1.02 9.3675 11.4086 +/-90° 1054.41 
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Table 5- 7: Thesholds For 20% Less Load 

 Thresholds, Minus 20% Load/Generation 
 Effort Lagrange Energy Angle(deg) Output(MW) 

gen1 0.28 1.0468 1.045 +/-90° 396.93 
gen2 0.48 1.9945 2.4465 +/-90° 440.91 
gen3 0.29 2.0464 2.237 +/-90° 559.06 
gen4 0.41 1.3643 2.2027 +/-90° 533.26 
gen5 0.34 0.7266 0.7782 +/-90° 428.65 
gen6 0.44 1.3996 1.6653 +/-90° 548.49 
gen7 0.47 1.0812 1.3529 +/-90° 472.51 
gen8 0.4 1.9316 1.9916 +/-90° 539.65 
gen9 0.28 2.5159 2.745 +/-90° 616.33 
gen10 1.56 10.9976 14.1353 +/-90° 843.57 

 

Table 5- 8: Thresholds For 40% Less Load 

 Thresholds, Minus 40% Load/Generation 
 Effort Lagrange Energy Angle(deg) Output(MW) 

gen1 0.27 0.5547 0.9211 +/-90° 297.65 
gen2 0.35 1.9453 2.386 +/-90° 309.75 
gen3 0.35 1.6131 2.3881 +/-90° 419.22 
gen4 0.47 1.214 2.3556 +/-90° 399.88 
gen5 0.25 0.4158 0.4527 +/-90° 321.43 
gen6 0.52 1.3773 2.201 +/-90° 411.27 
gen7 0.34 1.5521 2.1847 +/-90° 354.33 
gen8 0.42 1.0989 1.621 +/-90° 404.68 
gen9 0.53 2.2245 2.4637 +/-90° 462.17 
gen10 1.34 8.3141 13.9735 +/-90° 632.61 

 
Generation has been scaled by t he same amount as the load.  I t should be noted 

that the angle algorithm thresholds were increased to 90° for simulations on the 3 area 39 
bus system to reduce its sensitivity to false instability indication. 

 
 The t ests o n t he 39 bus  3 -area p ower sy stem i nclude t esting t hree d ifferent 
thresholds, calculated at the 3 loading levels, to determine the algorithms effectiveness in 
correctly i ndicating i nstability w ith r egards t o moderate a nd l arge l oad c hanges.  T he 
thresholds u sed a re indicated i n t he f irst c olumn of  Tables 5 -9, 5 -10, a nd 5-11.  T he 
actual loading l evel i s i ndicated i n t he he ader of  e ach t able.  T he a ngle a lgorithm 
thresholds are held at 90° for all loading cases. 
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Table 5- 9: Unstable Cases Using Maximum Loading 

Unstable Cases: Max Loading 
 Bus 4 4-14     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.887 3 0.657 2 2.047 3 0.34 

 3 1.267 10 0.119 3 1.057   
         

-20% 2 1.887   2 2.037 3 0.37 
 3 1.257   3 0.637   
         

-40% 3 1.267   2 2.037 2 0.6 
 5 1.087   3 0.304 3 0.4 
 Bus 5 5-6     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 0.897 3 0.579 2 0.393 2 0.44 

 3 0.867 10 0.109 3 0.314 3 0.29 
         

-20% 2 0.877   2 0.314 2 0.43 
 3 0.837   3 0.265 3 0.32 
         

-40% 2 0.877   2 0.304 2 0.36 
 3 0.847   3 0.216 3 0.34 
 5 0.747       
 Bus 12 12-11     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 2.197 3 0.969 2 2.307 3 0.43 

 3 2.187 10 0.129 3 1.977   
         

-20% 2 2.187   2 2.307 3 0.48 
 3 2.177   3 1.957   
         

-40% 3 2.177   2 2.307 2 1.13 
 5 1.107   3 1.917 3 0.54 
 Bus 21 21-22     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.737 2 0.195 6 0.388 6 0.37 

 3 1.577 10 0.108 7 3.448   
         

-20% 2 1.727   6 0.224 6 0.42 
 3 1.547   7 0.233   
         

-40% 2 1.717   5 0.388 7 0.44 
 3 1.557   6 0.224   
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Table 5- 10: Unstable Cases Using Maximum Loading(continued） 
 Bus 23 23-24     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.747 2 0.195 6 3.518 6 0.4 

 3 1.587 10 0.108 7 0.195 7 0.37 
         

-20% 2 1.737   6 0.253 6 0.45 
 3 1.557   7 0.127 7 0.38 
         

-40% 2 1.737   6 0.253 7 0.32 
 3 1.567   7 0.175   
 Bus 24 24-16     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.62 2 0.21 2 1.53 6 0.41 

 3 1.48 10 0.11 3 1.44 7 0.5 
         

-20% 2 1.61   6 0.29 6 0.47 
 3 1.45   7 0.22 7 0.51 
         

-40% 2 1.61   5 0.45 6 0.51 
 3 1.46   6 0.29 7 0.42 
 Bus 26 26-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 3 1.547 1 0.166 1 0.233 8 0.28 

 9 0.262 8 0.146 9 0.195 9 0.2 
         

-20% 3 1.427   1 0.166 1 0.34 
 9 0.339   9 0.262 9 0.31 
         

-40% 1 0.233   1 0.118 1 0.33 
 9 0.32   8 0.195 9 0.39 
 Bus 26 26-29     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 9 0.262 8 0.146 1 0.233 1 0.26 

   10 0.118 9 0.195 9 0.2 
         

-20% 9 0.339   1 0.166 1 0.34 
     9 0.262 9 0.31 
         

-40% 1 0.233   1 0.118 1 0.33 
 9 0.32   8 0.195 9 0.39 
 Bus 29 29-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 9 0.243 8 0.166 9 0.156 1 0.33 

   10 0.127   9 0.18 
         

-20% 9 0.301   1 0.497 9 0.27 
     9 0.224   
         

-40% 9 0.282   1 0.156 1 0.45 
     9 0.204 9 0.34 
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Table 5- 11: Unstable Cases Using 20% Less Load Of Maximum 

Unstable Cases: -20% Load/Generation 
 Bus 4 4-14     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 2.25 2 2.18 3 1.53 3 0.42 

 3 1.43 3 0.75     
         

-20% 2 2.23   3 1.52 3 0.47 
 3 1.42       
         

-40% 2 2.23   3 1.51 3 0.52 
 3 1.43       
 Bus 5 5-6     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.25 3 0.63 2 1.07 2 0.67 

 3 1.19 10 0.39 3 1.02 3 0.35 
         

-20% 2 1.24   2 1.06 2 0.64 
 3 1.17   3 1 3 0.39 
         

-40% 2 1.24   2 1.06 2 0.52 
 3 1.18   3 0.39 3 0.42 
         
 Bus 12 12-11     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 3.317 2 2.127 2 3.517 2 2.03 

 3 2.567 3 1.411 3 2.307 3 0.61 
         

-20% 2 3.297   2 3.507 2 1.97 
 3 2.547   3 2.267 3 0.75 
         

-40% 2 3.297   2 3.507 2 1.68 
 3 2.557   3 2.107 3 0.89 
 Bus 21 21-22     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 3 1.537 2 0.373 - - 6 0.46 

   6 0.422 - - 7 0.69 
   10 0.304     
         

-20% 3 1.467   - - 6 0.53 
     - - 7 0.7 
         

-40% 3 1.497   1 1.237 6 0.59 
     5 1.367 7 0.56 
 Bus 23 23-24     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 3 1.577 7 0.314 - - 6 0.5 

   10 0.314 - - 7 0.46 
         

-20% 3 1.507   7 0.167 6 0.58 
       7 0.46 
         

-40% 3 1.537   5 1.437 6 0.65 
     7 0.295 7 0.38 
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Table 5- 12: Unstable Cases Using 20% Less Load Of Maximum (continued) 

 Bus 24 24-16     
Threshold Energy Function Angle Alg Lagrange Effort 

Max 3 1.757 2 0.393 - - 6 0.55 
   7 0.432 - - 7 0.7 
   10 0.324     
         

-20% 3 1.677   - - 6 0.65 
     - -   
         

-40% 3 1.707   1 1.627 7 0.56 
     5 1.497   
 Bus 26 26-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 0.827 1 0.285 1 0.737 1 0.3 

 9 0.324 8 0.246 9 0.246 9 0.23 
   9 0.353     
         

-20% 1 0.777   1 0.226 1 0.42 
 9 0.539   9 0.363 9 0.36 
         

-40% 1 0.767   1 0.138 1 0.41 
 9 0.451   9 0.334 9 0.46 
 Bus 26 26-29     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 0.847 1 0.285 1 0.747 1 0.3 

 9 0.324 8 0.246 9 0.246 9 0.23 
   9 0.353     
         

-20% 1 0.787   1 0.226 1 0.42 
 9 0.539   9 0.363 9 0.36 
         

-40% 1 0.767   1 0.138 1 0.41 
 9 0.451   9 0.334 9 0.46 
 Bus 29 29-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 0.887 1 0.383 1 0.807 1 0.46 

 9 0.285 8 0.334 9 0.207 9 0.2 
   9 0.314     
         

-20% 1 0.837   1 0.727 9 0.32 
 9 0.402   9 0.295   
         

-40% 1 0.827   1 0.667 1 0.69 
 9 0.373   9 0.275 9 0.4 
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Table 5- 13: Unstable Cases With 40% Less Load From Maximum 

Unstable Cases: -40% Load/Generation 
 Bus 4 4-14     

Threshold Energy Function Angle Alg Lagrange Effort 
Max - - 2 1.637 - - 2 1.74 

 - - 3 1.178 - - 3 0.55 
         

-20% - -   - - 2 1.7 
 - -   - - 3 0.65 
         

-40% 1 2.854   3 3.513 2 1.45 
 5 2.126     3 0.78 
 Bus 5 5-6     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 2 1.407 3 0.781 2 1.257 2 0.85 

 3 1.387 10 0.169 3 1.257 3 0.4 
         

-20% 2 1.397   2 1.247 2 0.81 
 3 1.377   3 1.237 3 0.46 
         

-40% 2 1.387   2 1.227 2 0.63 
 3 1.357   3 1.177 3 0.51 
 Bus 12 12-11     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 3 5.16 3 3.44 2 5.34 3 0.94 

   10 5.6 3 4.96 10 2.22 
         

-20% 3 5.15   2 5.32 2 2.21 
     3 4.9 3 1.13 
         

-40% 3 5.14   2 5.28 2 1.74 
     3 4.67 3 1.3 
 Bus 21 21-22     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 9 1.37 2 0.36 9 1.34 6 0.6 

 1 1.45 10 0.22   7 0.92 
   6 0.48     
         

-20% 1 1.28   1 1.31 6 0.72 
 3 1.45     7 0.93 
         

-40% 1 1.2   5 1.04 6 0.82 
 2 1.48   1 1.19 7 0.75 
 Bus 23 23-24     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 1.63 2 0.4 - - 6 0.71 

 3 1.67 7 0.34 - - 7 0.57 
   10 0.24     
         

-20% 1 1.45   1 1.49 6 0.85 
 3 1.61   7 0.28 7 0.58 
         

-40% 1 1.36   4 1.16 6 0.96 
 3 1.57   5 1.11 7 0.46 
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Table 5- 14: Unstable Cases With 40% Less Load From Maximum (continued) 

 Bus 24 24-16     
Threshold Energy Function Angle Alg Lagrange Effort 

Max 3 1.69 2 0.42 - - 6 0.83 
   7 0.51 - - 7 0.98 
   10 0.28     
         

-20% 1 1.62   - - 6 0.99 
 3 1.64   - - 7 0.99 
         

-40% 1 1.43   1 1.35 7 0.79 
 3 1.59   5 1.54   
 Bus 26 26-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 1.07 8 0.19 1 1.03 1 0.36 

 9 0.55 9 0.33 9 0.36 9 0.27 
         

-20% 1 1.06   1 1.02 1 0.56 
 8 1.24   8 1.09 9 0.43 
         

-40% 1 1.05   1 0.17 1 0.53 
 5 0.66   9 0.44 9 0.56 
 9 1.49       
 Bus 26 26-29     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 1.07 8 0.19 1 1.03 1 0.36 

 9 0.55 9 0.33 9 0.36 9 0.27 
         

-20% 1 1.06   1 1.02 1 0.56 
 8 1.25   8 1.1 9 0.43 
         

-40% 1 1.05   1 0.17 1 0.53 
 5 0.66   9 0.44 9 0.56 
 8 1.2       
 Bus 29 29-28     

Threshold Energy Function Angle Alg Lagrange Effort 
Max 1 1.81 8 0.27 1 1.75 1 0.45 

 9 1.52 9 0.28 9 0.13 9 0.14 
         

-20% 1 1.8   1 1.06 1 0.74 
 9 1.55   9 0.3 9 0.26 
         

-40% 1 1.79   1 0.25 1 0.7 
 9 1.53   9 0.2 9 0.36 

 
The following tables show some interesting correlations between thresholds and 

loading l evels.  F or t he maximum l oading c ase s hown i n Table 5 -9 t he t hresholds 
computed on each of the load levels produced similar results.  However, using thresholds 
computed at a lower loading level on a system with increased load causes the algorithms 
to be less sensitive.  Conversely, if we use thresholds computed on a  system that has a 
greater loading amount then what is actually being used in the system then the algorithm 
generally tends to be more sensitive in detecting instability.  For load fluctuations that are 
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small, say +/-5% of total load demand, we wouldn’t need to update the thresholds.  Load 
fluctuations in excess of +/-20% would mean that a new set of thresholds would need to 
be used in order to correctly identify critical generators.  This should be a concern only in 
systems o perating n ear maximum l oading s ince f aults ar e usually cl eared i n much l ess 
time t han t he c .c.t. f or lightly loaded s ystems. We now  c ompare t he improvements i n 
c.c.t. shown in Tables 5-12, 5-13, and 5-14. 

 

Table 5- 15: CCT at Max Loading Using Different Threshold Sets 

Simulations At Max Loading 
Simulations Using Thresholds From Max Loading 

Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 33.29 33.43 33.72 33.44 34.6 
bus 5 5-6 23.91 24.61 24.9 25.19 25.19 

bus12 12-11 63.05 63.06 87.93 63.06 66.82 
bus26 26-29 9.80 18.98 16.38 20.14 20.14 
bus29 29-28 9.95 19.56 15.34 20.28 20.14 
bus26 26-28 10.82 19.13 16.96 20.28 20.28 
bus21 21-22 17.80 18.11 30.68 19.7 20 
bus23 23-24 17.80 18.26 29.96 21 20 
bus24 24-16 22.17 22.59 34.15 22.59 26 

Simulations Using Thresholds From -20% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 33.29 33.81 33.72 33.5 33.94 
bus 5 5-6 23.91 24.24 24.9 24 24.89 

bus12 12-11 63.05 63.1 87.93 64.22 65.94 
bus26 26-29 9.80 17.8 16.38 19.54 19.86 
bus29 29-28 9.95 18.9 15.34 19.81 19.37 
bus26 26-28 10.82 18.5 16.96 19.81 19.34 
bus21 21-22 17.80 17.2 30.68 19.2 18.11 
bus23 23-24 17.80 18.03 29.96 20.34 19.93 
bus24 24-16 22.17 22.25 34.15 21.27 25.52 

Simulations Using Thresholds From -40% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 33.29 33.06 33.72 34.95 34.01 
bus 5 5-6 23.91 24.14 24.9 24.39 25.24 

bus12 12-11 63.05 64.2 87.93 66.9 66.87 
bus26 26-29 9.80 17.2 16.38 18.31 19.73 
bus29 29-28 9.95 16.76 15.34 18.02 19.24 
bus26 26-28 10.82 18.53 16.96 17.36 18.96 
bus21 21-22 17.80 18.9 30.68 17.22 17.94 
bus23 23-24 17.80 18.47 29.96 18.92 19.17 
bus24 24-16 22.17 23.66 34.15 23 24.78 
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Table 5- 16: CCT at -20% Loading Using Different Threshold Sets 

Simulations At -20% Loading 
Simulations Using Thresholds From Max Loading 

Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 51.94 52 52.08 52.11 53.11 
bus 5 5-6 34.54 35.94 34.04 34.53 34.97 

bus12 12-11 104.67 104.11 104.7 104.45 106.1 
bus26 26-29 17.95 23.23 21.87 18.11 23.54 
bus29 29-28 18.24 23.19 24.04 22.74 23.74 
bus26 26-28 18.67 23.99 24.47 24 25.62 
bus21 21-22 24.94 25.14 28.38 - 28.67 
bus23 23-24 25.52 25.34 33 - 32.11 
bus24 24-16 29.59 30.27 32.86 - 32.64 

Simulations Using Thresholds From -20% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 51.94 51.93 52.08 51.93 52.65 
bus 5 5-6 34.54 34.59 34.04 34.59 34.88 

bus12 12-11 104.67 104.54 104.7 104.54 104.98 
bus26 26-29 17.95 24.47 21.87 18.11 23.17 
bus29 29-28 18.24 22.74 24.04 22.74 22.74 
bus26 26-28 18.67 24.62 24.47 19.27 24.62 
bus21 21-22 24.94 24.76 28.38 - 28.09 
bus23 23-24 25.52 25.48 33 32.28 29.82 
bus24 24-16 29.59 29.53 32.86 - 31.56 

Simulations Using Thresholds From -40% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 51.94 51.5 52.08 51.89 52.45 
bus 5 5-6 34.54 35.13 34.04 34.25 34.29 

bus12 12-11 104.67 104.3 104.7 104.61 104.72 
bus26 26-29 17.95 23.92 21.87 18.96 23.33 
bus29 29-28 18.24 22.47 24.04 21.49 23.12 
bus26 26-28 18.67 24.31 24.47 19.31 24.51 
bus21 21-22 24.94 25.1 28.38 26.1 28.23 
bus23 23-24 25.52 25.82 33 32.06 32.43 
bus24 24-16 29.59 30.75 32.86 31.68 31.97 
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Table 5- 17: CCT at -40% Loading Using Different Threshold Sets 

Simulations At -40% Loading 
Simulations Using Thresholds From Max Loading 

Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 167.80 - 132.88 - 135 
bus 5 5-6 49.30 51.05 52.56 50.03 5.22 

bus12 12-11 264.90 217.99 218.9 217.69 221.03 
bus26 26-29 24.40 30.62 34.8 33.41 32.77 
bus29 29-28 26.40 34.19 33.5 35.22 35.82 
bus26 26-28 25.00 33.89 35.1 31.76 34.27 
bus21 21-22 35.69 49.43 49.5 48.36 49.07 
bus23 23-24 39.96 51.97 53.44 - 55.82 
bus24 24-16 44.05 58.2 58.97 - 59.34 

Simulations Using Thresholds From -20% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 167.80 132.59 132.88 133.01 133.21 
bus 5 5-6 49.30 52.36 52.56 50.87 52.67 

bus12 12-11 264.90 218.76 218.9 218.32 218.5 
bus26 26-29 24.40 30.94 34.8 33.09 32.23 
bus29 29-28 26.40 32.37 33.57 35.97 36.9 
bus26 26-28 25.00 33.32 35.15 34.11 34.1 
bus21 21-22 35.69 46.9 49.5 46.38 49.16 
bus23 23-24 39.96 53.54 53.44 52.74 55.89 
bus24 24-16 44.05 54.73 58.97 57.35 57.51 

Simulations Using Thresholds From -40% Loading 
Contingency CCT Energy Angle Lagrange Effort 
bus 4 4-14 167.80 132.9 132.88 132.88 134 
bus 5 5-6 49.30 51.98 52.56 51.98 52.3 

bus12 12-11 264.90 218.9 218.9 218.88 218.9 
bus26 26-29 24.40 31.7 34.8 32.77 32.77 
bus29 29-28 26.40 32.63 33.5 35.68 36 
bus26 26-28 25.00 32.48 35.1 33.35 33.36 
bus21 21-22 35.69 48.49 49.5 48.64 49.36 
bus23 23-24 39.96 52.41 53.44 52.7 55.47 
bus24 24-16 44.05 58.09 58.97 58.1 58.82 

 
In the each of the previous tables, the loading in the system is held constant while 

the t hreshold set s ar e varied.  The r esults i ndicate t hat each  al gorithm p erforms 
differently between areas as the loading changes.  This could be  f rom the s tress on t he 
system a t high loading being reduced a s the loading i s r educed.  As an  example l et u s 
examine Table 5 -12.  The l ast three ca ses w ith f aults i n Area 1 s how t hat the angle 
algorithm has the greatest improvement in critical clearing time, where as in Area 3, the 
Effort shows a greater improvement over the angle algorithm.  The effects load changes 
have on the thresholds are not clearly understood and further research is needed. 
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5.2.1 39 Bus 3 Area System Heavy Loading Case 

For the heavy loading cases simulated on the 39 bus 3 area system we look at the 
maximum l oaded system as t he base load de mand.  F our s table a nd unstable c ases a re 
shown i n Table 5 -15.  The t hresholds computed us ing of fline t ransient s imulations a re 
given in Table 5-6, using the heaviest loading scenario. 

 

Table 5- 18: Excessive Loading, 3-Area System 

Unstable Cont 1 Stable Cont 1 
 Gen Time (sec)  Gen Time (sec) 

Effort 3 29.28 Effort NAN INF 
Energy 3 29.56 Energy NAN INF 

Lagrange 3 29.28 Lagrange NAN INF 
Angle 3 29.68 Angle NAN INF 

Unstable Cont 2 Stable Cont 2 
 Gen Time (sec)  Gen Time (sec) 

Effort 3 26.52 Effort NAN INF 
Energy 3 26.84 Energy NAN INF 

Lagrange 3 26.6 Lagrange NAN INF 
Angle 3 26.88 Angle NAN INF 

Unstable Cont 3 Stable Cont 3 
 Gen Time (sec)  Gen Time (sec) 

Effort 3 41 Effort NAN INF 
Energy 3 41.36 Energy NAN INF 

Lagrange 3 41 Lagrange NAN INF 
Angle 3 41.36 Angle NAN INF 

Unstable Cont 4 Stable Cont 4 
 Gen Time (sec)  Gen Time (sec) 

Effort 3 10.56 Effort NAN INF 
Energy 3 10.8 Energy NAN INF 

Lagrange 3 10.52 Lagrange NAN INF 
Angle 3 10.92 Angle NAN INF 

 
The stable cases all indicate that the system remains stable as predicted from all 

four algorithms.  Looking at the unstable cases we see that the four algorithms detect the 
critical generators with control times almost identical to each other.  It a lso appears that 
in the three area system the angle algorithm detects instability better.  This could be due 
to the fact that with h igher loading the system in the 3  area case t he system i s beyond 
marginally unstable w here a s i n the unm odified s ystem t he l oading l eads t o m arginal 
instability with only one generator losing synchronism.  T he excessive loaded cases do  
cause t he s ystem t o b reak ap art as  seen  f rom the r otor an gle m easurements sh own i n 
Figure 5-7 below. 

 
In f act, w e see t hat ar ea 2  l oses sy nchronism f rom t he r est o f t he sy stem with 

Generators 2 a nd 3  a ccelerating and G enerator 10  de celerating.  Examining t he 
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Lagrangian and E ffort w e s ee t hat bot h G enerator 2 a nd 3 w ould be  c andidates f or 
tripping since they remain in synchronism with each other.  The Lagrangian, Energy, and 
Effort are shown in Figures 5-8, 5-9, and 5-10 respectively. 

 

 

Figure 5- 7: Rotor Angle For 3-Area Over Load Case 

 

 

Figure 5- 8: Lagrangian Computation for Unstable Cont4 
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For the Lagrangian, we see l ittle difference between Generator 2 and 3 between 
28 and 29.25 seconds.  G enerator 3 losses synchronism the fastest as y ou can see f rom 
the dotted line in Figure 5-8. 

 

 

Figure 5- 9: Energy Computation for Unstable Cont4 

 
The total energy in F igure 5 -9 shows t hat Generator 2  i s t he critical generator, 

rather then Generator 3.   T his e rror i s due  t o the kinetic energy not  being corrected a s 
explained in [5], were the energy not contributing to the instability should be subtracted 
out.  Without correcting the kinetic energy, we end up with a phase shifted signal as can 
be obs erved i n Figure 5-9.  C orrecting f or t he non c ontributing ki netic e nergy i s not 
easily accomplished in real-time since it requires the trajectories to be computed. 

 
The E ffort c omputed i n F igure 5 -10 i ndicates t hat bot h G enerator 2 a nd 3 a re 

critical ge nerators t hus generation s hedding s hould be  i nitiated a t bo th of  t hem.  T his 
agrees with the results from the angle and Lagrangian algorithms. 

 
 To make the previous cases stable, it is necessary to shed a significant amount of 
load.  F rom results on the 39 bus  3-area system it w as required to shed at least half the 
load i n that ar ea to r egain st ability, w ith r egards t o t he excessive l oading case s.  T he 
problem with shedding this much load is that voltage levels tend to spike excessively.  In 
real life applications this can be a serious issue since over voltage protection equipment 
may cause unnecessary tripping of transformers and lines. 
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 As an example, let us look at the unstable case 2 i n Table 5-15.  F or the control 
action we shed t he same percentage o f r eal power demand as w ith t he r eactive power. 
The control time for the Effort in this case is 26.52 seconds.  To make the system stable 
we need to shed loading at specific load buses as discussed in the thesis [20]. 

 

 

Figure 5- 10: Effort Computation Unstable Cont4 

 
In this case, it was necessary to d isconnect Generators 2 and 3 f rom the system 

thus causing a  huge deficit in MVAR output in Area 2 .  To compensate for this i t was 
required that over 2000 MW of  load needed to be  shed.  L ooking a t the rotor angle in 
Figure 5-11 w e see t hat Generator 10 s tays i n s ynch w ith t he s ystem.  T he f requency 
observed in Figure 5-12 indicates that Generator 10 has some damping issues with some 
large oscillations.  The oscillations do damp out however the frequency goes beyond 60.5 
Hz. With frequency relays set  to operate at  0.2 Hz deviations we see t hat Generator 10 
would have been disconnected from the system leading to a complete isolation of Area 2. 
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Figure 5- 11: Unstable Cont. 2 Rotor Angle 

 

 

Figure 5- 12: Unstable Cont. 2 Rotor Frequency 
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the algorithm more sensitive but we would gain more t ime in implementing the control 
action thus reducing the amount of  load shed needed to keep the system synchronized.  
The other issue is over/under vol tage relays.  Figure 5-13 shows the voltage magnitude 
during the transients. At the control time near 26 seconds we see that the voltage spikes to 
almost 1.2 pu.  In some instances this may be enough to trigger voltage relay devices. 

 

 

Figure 5- 13: Voltage Magnitude, Unstable Cont 2 

 

IEEE s tandards indicate that voltage protection should have a  de lay of  1s  when 
the spikes are between 1.1 pu and 1.2 pu [15] so for this system we would see some of the 
relays operate.  T he following table indicating average voltage protection relay settings 
was taken from [15]. 
 

 

Table 5- 19:  Recommended Voltage Protection Delay Times 

Voltage range (% of base voltagea) Clearing time (s)b 

V < 50 0.16 
50 ≤ V < 88 2.00 

110 < V < 120 1.00 
V ≥ 120 0.16 

aBase voltages are the nominal system voltages stated in ANSI C84.1-1995, Table 1. 
bDR ≤ 30kW, maximum clearing times; DR > 30kW, default clearing times. 
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Table 5 -17 [15] t ells u s t hat f or a bnormal f requencies w e w ould a lso e xpect 
Generator 10 to trip since its frequency stays above 60.5 Hz for a greater amount of time 
than 0.16 seconds.  Since Generators 2 and 3 clearly exceed 60.5 Hz as seen in Figure 5-
13 t hey w ould be  d isconnected b efore t he control a ctions c ould b e initiated.  Future 
research is recommended. 

 

Table 5- 20:  Frequency Relay Delay Times 

DR size Frequency range (Hz) Clearing time (s)a 

≤ 30kW >60.5 0.16 
< 59.3 0.16 

> 30kW > 60.5 0.16 
< {59.8 – 57.0} 

(adjustable set point) 
Adjustable 0.16 to 300 

< 57.0 0.16 
aDR ≤ 30kW, maximum clearing times; DR > 30kW, default clearing times. 

 
The previous tables were based on connections between transmission systems and 

distribution level machines.  S uch an example would be  t he WSU s team plant.  P lants 
connected through t ransmission ne tworks i n g eneral r equire t ighter tolerances s o t he 
values in Tables 5-16 and 5-17 may be underestimated. 

5.3 Communication Delay Effect 

One o f t he i ssues o f concern i n p ower sy stems i s t he t ime i t t akes f or a 
measurement to be sent from the PMU to the communication center.  Computations are 
made to determine the control action which also takes time.  The control action decided at 
the c ommunications center i s t hen s ent t o t he c orresponding pl ants where ge neration 
shedding/disconnection are r equired.  Using hi gh s peed c ommunications t he t otal time 
delay between the time data is collected and control action initiated is less than 100 ms, 
or ab out 6  cy cles.  T his est imate i s made assu ming p erfect o peration, as w ell as o pen 
communication channels at all times.  PMU’s constitute a new technology so it is difficult 
to gue ss ho w t hey w ill be  us ed in t he f uture.  S o t aking i nto a ccount t hese i ssues w e 
simulate the results from the 39 bus 3 Area system using a t ime delay of 5, 10,  and 15 
cycles.  To j udge t he effects t hat the t ime d elay h as o n t he secu rity o f t he sy stem, we 
compute th e c ritical c learing time and de termine how  many c ycles i t decreases f or t he 
given contingency.  The impact on algorithm performance is evaluated by comparing the 
critical clearing t ime for the base case with the case where delay i s added. The cr itical 
clearing times for the added communication delays are shown in the Tables 5-18, 5-19,   
5-20, and 5-21. 
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Table 5- 21: Time Delay, Effort Algorithm 

 Communication Delay: Effort 
 Critical Clearing Time (Cyc) 

Cont. No Delay 5 Cyc. 10 Cyc. 15 Cyc. 
4 4-14 34.88 34.45 34.16 34.00 
5 5-6 25.34 25.20 25.20 25.11 

12 12-11 67.26 66.39 65.81 65.33 
26 26-29 21.15 19.56 18.12 16.79 
29 29-28 20.72 19.85 18.84 17.37 
26 26-28 21.29 19.70 18.55 16.99 
21 21-22 20.14 19.85 21.73 21.63 
23 23-24 20.14 19.99 21.29 21.63 
24 24-16 26.04 25.90 25.32 24.84 

 

Table 5- 22: Time Delay, Lagrangian Algorithm 

 Communication Delay: Lagrangian 
 Critical Clearing Time (Cyc) 

Cont. No Delay 5 Cyc. 10 Cyc. 15 Cyc. 
4 4-14 40.08 39.79 39.65 39.51 
5 5-6 30.25 31.70 29.53 29.24 

12 12-11 69.86 69.86 69.86 69.86 
26 26-29 20.28 18.84 17.53 16.38 
29 29-28 22.01 20.43 18.98 17.54 
26 26-28 20.43 18.98 17.68 16.53 
21 21-22 20.28 19.85 19.42 19.13 
23 23-24 22.31 21.44 20.86 20.43 
24 24-16 20.73 20.73 20.87 20.87 

 

Table 5- 23: Time Delay, Angle Algorithm 

 Communication Delay: Angle Alg. 
 Critical Clearing Time (Cyc) 

Cont. No Delay 5 Cyc. 10 Cyc. 15 Cyc. 
4 4-14 33.87 33.72 33.58 33.58 
5 5-6 25.05 24.91 24.76 24.76 

12 12-11 63.93 63.64 63.49 63.35 
26 26-29 19.27 18.11 17.10 16.24 
29 29-28 17.97 17.39 16.67 15.80 
26 26-28 19.42 18.41 17.39 16.38 
21 21-22 20.57 19.85 19.27 18.84 
23 23-24 20.57 20.00 19.42 18.98 
24 24-16 23.31 22.74 22.45 22.02 
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Table 5- 24: Time Delay, Energy Algorithm 

 Communication Delay: Energy 
 Critical Clearing Time (Cyc) 

Cont. No Delay 5 Cyc. 10 Cyc. 15 Cyc. 
4 4-14 33.44 33.44 33.43 33.29 
5 5-6 24.76 24.62 25.48 25.48 

12 12-11 63.06 63.06 63.06 63.06 
26 26-29 19.85 18.41 17.10 15.95 
29 29-28 20.00 19.13 17.83 16.53 
26 26-28 20.00 18.55 17.25 16.24 
21 21-22 17.68 17.83 17.97 17.97 
23 23-24 17.97 18.11 18.11 18.26 
24 24-16 22.59 22.59 22.59 22.59 

 

The l argest decrease in critical cl earing t imes occur at the f irst f ive cycles of time 
delay. At 10 and 15 cycles, the delay effect is less severe for most of the cases.  Looking 
at the previous tables, we see that this change is on average only a few tenths of a cycle.  
The critical clearing t ime decreases by about 1 cycle on average for a t ime delay of 10 
cycles.  T his w ould su ggest t hat t he m aximum ef fectiveness o f t he al gorithms can  b e 
achieved if the communications delay is less then 10 cycles.  In some of the cases, we can 
even see an  increase in critical clearing time as t he time delay increases as is evident in 
Table 5-21.  Since power systems are nonlinear, it is important to consider the state of the 
system when initiating control action. 
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6. CONCLUSIONS 

This r eport studies the usefulness o f sev eral sy nchrophasor b ased an gle i nstability 
monitoring and control algorithms proposed by the authors earlier. From the simulations 
on the New England 39 bus system, we show that the algorithms are generally beneficial 
in maintaining angle stability.  With the exception of the individual machine total energy 
functions, the Angle, Lagrangian, and Effort algorithms were capable of determining the 
critical generators for both fault scenarios and excessive loading cases, most notably the 
new algorithm based on t he e ffort c oncept [ 20].  T ransient d isturbances where low 
voltages l ead t o angle i nstability a re of  significant importance.  Under s uch 
circumstances, it may not be possible to prevent blackouts entirely, but there severity can 
be reduced.  T he a lgorithms pr esented he re s how pr omise i n reducing the sev erity o f 
blackouts. 

 
The use of Effort concept in determining the real-time status of a disturbed system is 

a ne w t echnique proposed in t he thesis [20]. I ts u se as an  indicator o f sy stem st ability 
need not  be the only use.  W ith more research, it may be  possible to implement it in to 
load s hedding s chemes.  Other p ossible u ses m ay i nclude sp in reserve e stimation, 
dynamic security assessment, o r g eneration re-scheduling.  Out o f th e f our a lgorithms 
presented h ere, the Effort [20] and Angle [19], [ 7] algorithms h ave been s hown t o be  
well-suited for mitigating angle stability. 

 
The t ime i t takes for data to be measured and be ready for use at control centers is 

one of the main limitations in  real-time implementation of p[roposed algorithms.  With 
new advances in communication structures such as the proposed NASPInet in the North 
American p ower sy stem, it is p ossible to  lim it this total delay t o say less t hen 100 
milliseconds.  S ince power systems are highly nonlinear, no assumption can be made on 
whether the angle instability gets worse f rom delays up to 100 ms.  Future r esearch is 
indicated on deteremining the sensitivity of synchrophasor real-time applications such as 
the a ngle i nstability c ontrol m ethods of  t his r eport t o transducer a nd c ommunication 
delays. It is  important to carry out prior studies on how large these values can be while 
preserving t he us efulness of  w ide-area d ynamic d ata f or f uturistic c ontrol applications 
such a s a ngle s tability m itigation. I t is  im portant to  h ave a  c lear in sight in to c ritically 
tolerable values of communication delays with respect to advanced control designs before 
we e mbark on t he de sign a nd implementation of  c ommunication s tructures s uch a s 
NSAPInet that is planned in the near future.  
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8. APPENDIX 

 

 

 

Figure A- 1: Two-area test system [14] 
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Figure A- 2: 39 Bus 3 Area Test Case 
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Figure A- 3:  Original New England 39 Bus System 
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Table A- 1: 39 Bus Overload Contingencies 

 39 Bus Overload Contingencies 

 Unstable Contingencies  Stable Contingencies 
Cont 

1 At Time 5 Seconds 
Cont 

1 At Time 5 Seconds 
 Remove Line 16 to 17  Remove Line 17 to 15 
    

Cont 
2 At Time 5 Seconds 

Cont 
2 At Time 5 Seconds 

 Ramp Load bus 4 15%  Ramp Load bus 4 15% 

 
Change Governor Reference bus 35 

40MW  
Change Governor Reference bus 35 

40MW 
 Remove Line 4 to 14  At Time 10 Seconds 
 At Time 10 Seconds  Remove Line 10 to 13 
 Remove Line 10 to 13  

  Remove Line 7 to 8  
    

Cont 
3 At Time 5 Seconds 

Cont 
3 At Time 5 Seconds 

 
Change Governor Reference bus 38 

60MW  
Change Governor Reference bus 38 

60MW 
 Ramp Load bus 16 10%  Ramp Load bus 16 10% 
 At Time 20 Seconds  At Time 20 Seconds 
 Remove Line 15 to 16  Remove Line 17 to 15 
    

Cont 
4 At Time 5 Seconds 

Cont 
4 At Time 5 Seconds 

 
Change Governor Reference bus 36 

40MW  
Change Governor Reference bus 36 

40MW 

 
Change Governor Reference bus 34 

40MW  
Change Governor Reference bus 34 

40MW 
 Ramp Load bus 15 40%  Ramp Load bus 15 40% 
 At Time 15 Seconds  At Time 15 Seconds 
 Remove Line 13 to 14  Remove Line 13 to 14 
 Remove Line 10 to 13  Remove Line 10 to 13 
 At Time 20 Seconds  

  Remove Line 16 to 17  
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Table A- 2: Exciter Parameters 

39 Bus Exciter Data 

IBUS KA TA VRMAX VRMIN KE TE KF TF E1 SE(E1) E2 SE(E2) 
MVA 
Base 

38 5 0.06 3 -3 1 0.25 0.04 1 3.55 0.08 4.73 0.26 100 
37 40 0.02 10.5 -10.5 1 1.4 0.03 1 4.26 0.62 5.68 0.85 100 
36 5 0.02 4 -4 1 0.528 0.0854 1.26 3.19 0.072 4.26 0.282 100 
35 40 0.02 6.5 -6.5 1 0.73 0.03 1 2.8 0.53 3.74 0.74 100 
34 5 0.02 5 -5 1 0.471 0.0754 1.25 3.59 0.064 4.78 0.251 100 
33 40 0.02 10 -10 1 0.785 0.03 1 3.93 0.07 5.24 0.91 100 
32 5 0.06 3 -3 1 0.5 0.08 1 2.87 0.08 3.82 0.314 100 
31 5 0.06 3 -3 1 0.5 0.08 1 2.34 0.13 3.12 0.34 100 

30 6.2 0.05 3 -3 0 0.405 0.057 0.5 3.03 0.66 4.05 0.88 100 

 

Table A- 3: 39 Bus Governor Parameters 

Governor Parameters 
IBUS PFL R T1 T2 T3 VMIN Dt Pgen Pmax 

38 100 0.35 0.1 0 0 0 0 770.3 9999 
37 100 0.26 0.1 0 0 0 0 674.5 9999 
36 100 0.24 0.1 0 0 0 0 590.5 9999 
35 100 0.24 0.1 0 0 0 0 685.5 9999 
34 100 0.2 0.1 0 0 0 0 535.7 9999 
33 100 0.25 0.1 0 0 0 0 666.5 9999 
32 100 0.3 0.1 0 0 0 0 698.8 9999 
31 100 0.3 0.1 0 0 0 0 631.1 9999 
30 100 0.22 0.1 0 0 0 0 535.1 9999 

 
 

Table A- 4: Generator 1 to 9 Parameters 

Two Axis Model Parameters for Generators 1 to 9 

IBUS T'do T''do T'qo T''qo H D Ra Xd Xq X'd X'q Xl 
MVA 
Base 

38 4.79 0 1.96 0 34.5 1 0.0015 0.211 0.205 0.057 0.059 0.03 100 
37 6.7 0 0.41 0 24.3 1 0.0015 0.29 0.28 0.057 0.091 0.028 100 
36 5.66 0 1.5 0 26.4 1 0.0015 0.295 0.292 0.049 0.186 0.032 100 
35 7.3 0 0.4 0 34.8 1 0.0015 0.254 0.241 0.05 0.081 0.022 100 
34 5.4 0 0.44 0 26 1 0.0015 0.67 0.62 0.132 0.166 0.054 100 
33 5.69 0 1.5 0 28.6 1 0.0015 0.262 0.258 0.044 0.166 0.03 100 
32 5.7 0 1.5 0 35.8 1 0.0015 0.25 0.237 0.053 0.088 0.03 100 
31 6.56 0 1.5 0 30.3 1 0.0015 0.295 0.282 0.07 0.17 0.035 100 

30 5.3 0 1.5 0 20 1 0.0015 0.262 0.258 0.044 0.166 0.03 100 
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Table A- 5: Generator 10 Classical Model Parameters 

Generator 10 Parameters 

IBUS MVA Ra X'd H KD 
39 100 0 0.02 70 0 
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1. Introduction 

1.1. Overview of the Problem 

Although voltage instability phenomenon has been studied for many years and 
much insight has been obtained on the phenomenon, it is still a threat to modern power 
systems all around the world. Recent blackouts such as the ones that occurred in North 
America on July 1996 and August 2003 and in Chile on May 1997 clearly evidenced 
that voltage instability remains a threat, and that proper reactive power management is 
essential for safe, reliable and continuous operation of the bulk power system. 

Many of the tools utilized for voltage stability analysis are computationally 
demanding and hardly implemented in real-time operations. Voltage stability 
assessment is usually performed by stressing the system load/generation along a 
specific load/generation increase scenario and repeating the process for a few different 
network topologies. Such approach certainly does not cover many of the uncertainties 
involved in real-time operations and a comprehensive analysis cannot be obtained. 
Therefore, new tools that would account for some of the uncertainties involved in real-
time operations and provide proper monitoring of voltage stability margin seem to be 
necessary. 

Due to all the uncertainties involved in daily operations in a control center, the 
development of an online voltage stability monitoring tool becomes a challenging task. 
Such online voltage stability margin (VSM) monitoring tool must consider several 
possible network topologies, generation dispatch conditions and load levels that can 
occur during a time span. It must also be fast enough to provide quick estimations of 
VSM and should also be able to model errors involved in VSM estimation, by 
providing operators with confidence bounds of the estimated VSM values. 

The smart grid initiative, which is a key portion in the Energy Independence and 
Security Act of 2007 [1]-[2], is expected to bring innovation and new practices to the 
power grid. In order to keep the pace of technical evolution and deployment of new 
devices across the power system, a new niche of monitoring and control applications 
are on the verge to be developed. Such modernization of the grid will require new 
applications to handle operational issues created by the deployment of those new 
devices and practices. 

After the 2003 North American blackout [3], the Federal Energy Regulatory 
Commission (FERC) and the North American Electric Reliability Corporation (NERC) 
have issued standards in order to better monitor the amount of reactive power resources 
and closely control voltage within a specified region of the system [4]-[5]. 

The reactive power reserve monitoring initiative definitively improved the 
awareness of operators by qualitatively linking large amounts of reactive power 
reserves (RPRs) to safe operation. However, it did not provide any quantitative 
information about how much VSM a specific area has based on the amount of RPRs 
that is available. In addition to that, many ISOs, RTOs and utilities are inquiring 
themselves about what to do with the large amount of raw data (voltage magnitudes, 
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active/reactive power flow in lines, reactive power reserves, breaker statues, etc) daily 
gathered in their SCADA/EMS. 

Given the challenges and needs presented above, it would be helpful to have tools 
that can transform raw data (e.g., voltage values, reactive power reserves) into 
meaningful information to system operators. The objective is to develop a tool that 
processes a large amount of raw data and provides more quantitative, meaningful and 
concise information. 

Many data driven techniques have been proposed in order to estimate VSM. 
Artificial neural networks (ANN) have been successfully used for that purpose [6]-[11]. 
Although good accuracy is achieved by these ANN techniques, a neural network is 
used for each system topology (or for a few different topologies), which makes the 
practical implementation cumbersome, as a large number of network topologies can 
emerge on real-time operations, requiring therefore a large number of ANNs. Another, 
despite the fact that the ANNs are capable of generalizing for unforeseen load patterns, 
the output value does not contain any information or confidence bounds about the error 
in estimation. So once the ANN produces the estimation, the user has no idea of how 
much that estimated amount can be off. 

Other voltage collapse detection techniques do not attempt to predict the amount 
of VSM but rather, they try to verify if the proximity of collapse by the calculation of 
indexes. Several PMU based techniques and Thevenin equivalent techniques fall into 
this category [12]-[15]. The idea supported by those techniques is to calculate an index 
in real-time and compare it to a threshold. Based on the comparison, the system is 
classified as secure or insecure. Although accurate and fast indexes have been 
developed, such techniques are mainly applied locally at load buses or radial 
transmission corridors and are not suitable to assess wide area voltage stability. Also, 
they are not capable of estimating how much voltage stability margin is still available 
in the system in MW. 

Techniques based on the singular value decomposition of the Jacobian matrix are 
also employed to obtain a proximity to voltage collapse. These techniques are based on 
the calculation of the minimum singular value of the Jacobian and instability is 
characterized when the smallest singular value becomes zero, implying singularity of 
the Jacobian matrix. It requires a current power flow solution of the system from time 
to time, which is sometimes hard to obtain in an online environment due to state 
estimator convergence issues or problems to find proper correspondence among 
elements in node/breaker model and bus/branch model after topology processing [16]. 
Another restriction to these methods is that each linearization of the Jacobian represents 
a unique system condition. It could slow down the analysis since system condition 
changes all the time and the process must be iteratively repeated. 

The technique proposed in this research intends to create several MLRM for 
online VSM monitoring. It was inspired by a previous work where reactive power 
reserves were liked to voltage stability margin by an equivalent reactive power reserve 
[19]. In our approach, the MLRMs will correlate the amount of RPRs available at 
critical machines with the amount of VSM of a certain area of the system. Each MLRM 
is designed for a specific set of contingencies with similar VSM and is expected to 
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estimate VSM with reasonable accuracy for a wide range of operating conditions 
(several possible load increase patterns around a central one). 

The MLRM are designed offline and are intended to cover a wide range of 
possible day/week/month-ahead load and generation patterns, as well as large number 
of system contingencies. A selection of what MLRM needs to be used at each moment 
will be carried out by an ANN. Such ANN will analyze current system data collected 
from PMUs in the system and define what MLRM is more appropriate to be used at 
each instant, depending on current system condition. A more detailed description of 
MLRMs and ANNs is given in section 3. 

1.2. Relationship Between Reactive Power Reserves and Voltage Stability Margin 

Although a relationship between reactive power reserves and voltage stability 
margin has been observed, there is no mathematical correspondence between these two 
variables. In order to confirm the relationship between reactive power reserves and 
voltage stability margin, several studies were carried out trying to create a model that 
could represent such relationship. The first step was to investigate how different 
reactive power reserve definitions relate themselves with voltage stability margin. After 
identified the most appropriate definitions of RPR, they are used on the development of 
the MLRM for real-time VSM estimation. 

Aiming to identify the most useful forms of RPR, four different RPR definitions 
were investigated in this work [17]: 

• QRCM - w.r.t constant maximum reactive power. 
• QRCC - w.r.t capability curve. 
• QRVL - w.r.t minimum voltage limit.  
• QRCL – w.r.t voltage collapse limit. 

1.2.1. QRCM - Constant Maximum Reactive Power 

This type of definition of RPR is the one generally used in power flow studies. A 
maximum and minimum limit of reactive power that each machine can supply is 
defined. Those values are constant during the power flow solutions and the RPR is 
can be defined as: 

 i
current

ii
RCM QQQ −= max  (1.1)  

Where: i
RCMQ - Reactive reserve of machine i. 

iQmax  - Maximum reactive power of machine i. 

i
currentQ  - Current reactive power dispatched by machine i. 

Fig 1 shows the first quadrant of a capability curve of a synchronous machine. 
Only the first quadrant of the capability curve was shown in detail because 
generators are usually providing reactive power under high loading conditions, 
although some of them may be operating in the 4th quadrant and consequently, 
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absorbing reactive power. 

This definition of RPR can be seen in Fig 1 as the distance from point a to the 
horizontal line where Qrated is defined on the ordinate. The value chosen to be the 
maximum reactive power limit is usually the reactive power that can be supplied at 
rated power factor. The rated power factor of the machine is shown in Fig 1 as the 
intersection of the armature and field heating limits. This definition of reactive 
power reserve may underestimate the real reactive power reserve available for it 
limits the maximum reactive power capability before the field heating limit 
constraint is reached.  

 

 

Fig 1: First quadrant of a capability curve of synchronous machine 

1.2.2. QRCC – Capability Curve 

Another definition of reactive reserve can be made by using the capability curve. 
This definition better represents the true amount of reactive power reserve available 
because it considers the capability curve of the machine. This approximation is used 
by some utilities for providing more realistic information about the amount of 
reactive power available. This and the previous definition are also termed as 
technical reactive power reserve [18]. The reactive reserve using the capability curve 
can be defined as: 

 

 i
current

i
cc

i
RCC QPQQ −= )(max  (1.2)  

 

Where: i
RCCQ - Reactive reserve of machine i. 
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)(max PQi
cc  - Maximum rea ctive p ower o f m achine i  at a ctive p ower 

dispatch P. 
i
currentQ  - Current reactive power dispatched by machine i. 

 

This definition of RPR can be seen in Fig 1 as the distance between point a and 
the field heating limit. In this definition, the maximum reactive power that can be 
provided by the machine varies as function of the active power being dispatched. 
This definition usually provides extra reactive power reserve when compared to the 
constant maximum reactive power reserve definition as seen in Fig 1. 

1.2.3. QRVL – Minimum Voltage Limit  

This reserve definition was created in order to addresses the required amount of 
RPR needed in order to maintain proper voltage profile across the system. Fig 2 
represents a typical PV curve. The x-axis represents the total load increased in a 
specific area whereas the y-axis represents the voltage magnitude at any load bus 
inside that area. The points specified as a, b and c in Fig 2 are the same points a, b 
and c defined in Fig 1. 
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Fig 2: PV-curve displaying points of interest 

 

QRVL is defined as the reactive power dispatched by the machine at point b (the 
point where the voltage hits a defined low limit Vl ) in Fig 1 and Fig 2, minus the 
reactive power dispatched by the machine at point a in Fig 1 and Fig 2. This 
definition can be used to predict how much RPR is necessary to be maintained to 
avoid voltage violations in the system. 
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 i
current

i
v

i
RVL QQQ = lim  (1.3)  

Where:  i
RVLQ - Reactive reserve of machine i with respect to voltage. 

i
vQ lim  -Reactive power dispatched from machine i at the point of minimum 

voltage limit. 
i
currentQ  - Current reactive power dispatched from machine i. 

1.2.4. QRCL – Voltage Collapse Limit 

Similar to the previous definition, if we consider the point of collapse as the limit, 
the RPR can also be defined as the amount of reactive power dispatched by the 
machine at point of voltage collapse (point c in Fig 2) minus the current reactive 
power dispatched by the machine (point a in Fig 2) .This is called effective reactive 
power reserve according to [18]. This definition takes into account the fact that some 
generators still have reactive power reserves when the system faces voltage collapse. 
Although that remaining reactive power reserve is available, it cannot be used. This 
reactive power reserve definition is given by (1.4) below. 

 i
current

i
vcol

i
RCL QQQ −=  (1.4)  

Where: i
RCLQ - Reactive reserve of machine i. 

  i
vcolQ  - Maximum reactive power of machine i at point of voltage collapse. 

  i
currentQ  - Actual reactive power dispatch of machine i. 

This definition is of RPR is important because it considers the reactive power 
dispatch at the point of collapse. 

After having presented all four definitions of RPR, the relationship of each one of 
them with VSM was investigated. It was observed that the RPR definitions with 
respect to voltage limit and voltage collapse limit have better linearity and accuracy 
compared to the other two definitions. Although higher accuracy is achieved, real-
time implementation of those two definitions cannot. The reason is because the 
maximum operational point used in those two definitions (Qvlim and Qvcol) is 
unknown during online applications. Therefore, the constant maximum reactive limit 
and the capability based definition will be used in this work for online applications, 
for they can be easily monitored. 

1.3. Background on Phasor Measurement Unit (PMU) 

This section provides information about the historical developments of PMU devices 
as well as the basic description of its functional operation. 
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1.3.1. Historical Developments 

PMUs have its origins in the development of the Symmetrical Component 
Distance Relay (SCDR) in the early 1970s. The invention of the symmetrical 
component distance relay (SCDR) was due to the fact that microcomputers could not 
handle the requirements of a distance relay algorithm at that time. The SCDR used 
symmetrical components of voltages and currents in order to convert the 6 fault 
equations of a three phase transmission line into a single equation using symmetrical 
components.  

In early 1980s, the deployment of GPS satellites was already significant. This fact 
enabled engineers to use GPS time signals as inputs to the sampling clocks in the 
measurement system of digital relays. This would offer a common time base for all 
the measurements across a wide area of the system. 

After the catastrophic failure of the North-Eastern power grid in North America in 
1965, intense research was conducted on techniques for determining the state of the 
power system in real-time based on real-time measurements. However, the 
possibility of obtaining synchronized waveform measurements in those days was 
practically remote. Therefore, there was a need to develop a technique that could 
estimate the current state of the power system. This technique relied on 
measurements obtained by sequential scans of system’s variables. By utilizing those 
measurements, the state of the power system could be estimated by a non-linear state 
estimator [37]-[38]. 

The first practical PMU prototype was developed at the Power System Research 
Laboratory of Virginia Tech and the first commercial unit was built by Macrodyne® 
in the early 90s. The block diagram of the PMU prototype built at Virginia Tech is 
presented in Fig 3, while the PMU block diagram of the Macrodyne® 1620 is 
presented in Fig 4. 

Phasor Measurement Unit (PMU) utilizes a GPS clock signal to synchronize the 
sampled measurements obtained from the system. By doing so, all the measurements 
will have a time tag with the same time reference. The accuracy of the 
synchronization is estimated to be around  1µs theoretically. This accuracy could not 
be achieved in practical applications. Despite the theoretical accuracy could not be 
achieved, the error in PMU’s time synchronization was still small enough for most 
power system applications. 
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Fig 3: Block diagram of first PMU prototype developed [39] 

 

 
Fig 4: PMU Block diagram model [36] 

 

A basic description of how a PMU works is given in the sequence. Analog 
voltage and current magnitudes are stepped down using potential and current 
transformers respectively. Once the magnitudes of the signals have a reduced 
amount of energy, they go through the preprocessing stage. This preprocessing stage 
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includes anti-aliasing filters, noise filters and other specific preprocessing stages as 
required. After the waveforms are pre-processed, they are sampled and digitalized 
using an A/D converter. The sampling event tags the samples with a time stamp 
provided by the GPS clock. Once the data is synchronized and digitalized, it can be 
utilized in a local working station or made available to a computer network. Once a 
considerable amount of measurements from a wide area of the system are made 
available, computer applications that make use of such measurements in real-time 
can be developed. 

After presenting the basic operation of a PMU unit, a detailed description of the 
objectives of this project and the problem of real-time voltage stability analysis using 
PMU data is given in the sequence. 
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2. Proposed Methodology 

2.1. MLRM for Online VSM Estimation 

After years of collecting information and carefully analyzing data about voltage 
collapse events, IEEE/CIGRE created a task force on stability to classify voltage 
stability accordingly to the specific causes of perturbation and time duration of 
occurrence [20]-[22]. As far as the causes of voltage instability are concerned, two 
main categories were created: large disturbance or small disturbance voltage 
instability. On the other hand, time duration of the phenomenon has originated two 
different classifications of the phenomenon named short term and long term voltage 
instability. 

After voltage stability scenario is classified using the definitions above, 
appropriate applications and techniques can be used to analyze the disturbance 
depending on its classification. PV curve, continuation power flow, QV curve, long 
term dynamic simulations, quasi steady state simulation, Thevenin equivalent 
reduction and eigenvalue analysis are amongst the most popular techniques to analyze 
voltage stability of a power system. 

Since many of those techniques are computationally demanding, their application 
in the real-time environment becomes a challenging task. Several new algorithms 
with improved processing speed have been proposed for the aforementioned 
techniques. However, due to the large number of scenarios and possible load patterns 
that need to be analyzed in real-time, simulation of a large number of system 
conditions still poses a limitation to most of those techniques. Also, the intrinsic 
deterministic properties of those tools do not enable them to account for probabilistic 
characteristic of the phenomena, such as how system load varies around forecasted 
load values. 

The main motivation behind this work was to define an approach that would be 
suitable to estimate VSM in real-time. Such tool was designed with the intention to 
fulfill the following requirements: 

• It must make use of the data (including PMU data if available) that is brought 
into the control centers and should not rely on a current power flow case in 
real-time. 

• It must also be flexible enough to cover a wide range of operating scenarios 
(load increase patterns) and system network topologies. 

• It must represent wide-area voltage stability proximity estimation, in contrast 
to local indexes that have been proposed in the literature. 

• It should properly model the error implicit in the estimated voltage stability 
margin value. 

With all the requirements aforementioned in mind, an attempt was made to 
develop this voltage stability monitoring methodology utilizing MLRM. The design 
of the MLRMs is performed off line, thereby considering a wide spectrum of 
operating conditions that could reflect the most probable scenarios in the short term 
operations. 
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The first step of the methodology is based on the calculation of several PV curves 
for a large set of contingencies and load increase patterns. These scenarios will 
represent futuristic operating conditions and data will be collected from simulations 
to generate the database. Once the data base is created, the design of MLRMs and 
ANN will follow. In order to reduce the computational burden for many scenarios 
need be considered, a steady state model of the system is used. Long term acting 
devices such as OLTCs and switchable capacitors/inductors were modeled in the 
simulations. The dynamic modeling of components could be utilized and dynamic 
simulations could have been performed, at the price of a longer simulation time to 
cover all the desired conditions. 

 System Stress and Data Base Generation 

In order to stress the system up to the point of voltage collapse, system load will 
be increased in the system using a PV curve type of stress. As load increases, bus 
voltage magnitudes in the load buses start to reduce. Generators and other reactive 
power sources start to produce more reactive power to maintain proper voltage levels. 

Since more reactive power needs to be produced to maintain system voltage 
profile, the amount of RPR on each generator and other reactive power sources will 
consequently drop. Such reactive power reserve reduction can be visualized on the 
upper quadrant of Fig 1. When the operational point at the base load (point a) moves 
towards a high loading condition (point c), the RPR of the generator is reduced for the 
operational point moves closer to the reactive power limits.  

The above described scenario is a common situation that can be faced daily as 
system’s load ramps up. In this project, we focused in modeling the relationship 
between VSM and RPR as system operating condition changes. For instance, a daily 
system scenario could be represented by the path from point a towards point c in Fig 
1 and Fig 2. The objective was to develop a MLRM that would closely model such 
relationship. This MLRM would further help operators to estimate VSM by 
monitoring RPRs in an online fashion. After analyzing the steady state stability 
boundary in the load space presented in Fig 5, two distinct effects need to be captured 
by the technique. 

When a severe contingency takes place in the system and assuming here that the 
system is transiently stable, the steady state stability boundary moves, for instance, 
from an outer curve to an inner curve as shown in Fig 5 

The first effect that can reduce VSM is the stability boundary movement. Fig 5 
represents a two dimensional load space used just to facilitate conceptual 
understanding. As can be seen, the total load that the system can supply before a 
contingency takes place (outer stability boundary) is usually greater than the total 
load that can be supplied after the contingency takes place (inner stability boundary), 
reinforcing the fact that contingencies affect the amount of VSM of a system. 
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Fig 5: Steady state stability boundary in load space 

 

Another important effect that influences VSM is the load increase direction. 
Depending on which direction is selected, the distance from the current loading point, 
represented in 0 to the steady state stability boundary differs. Simulations have shown 
that small perturbations on the load increase direction do not usually affect the VSM 
considerably, i.e. assuming the load increases at a constant rate and maintains the 
same rate until it reaches the stability boundary. This is an indication that the steady 
state stability boundary is locally smooth although its structure has not been well 
established yet [25]-[27] 

Fig 6 shows how a RPR of a particular generator varies accordingly to VSM. 
Each of the dotted lines represents a contingency and each dot represents a converged 
power flow solution along the calculated PV curves. As can be seen, the amount of 
RPR reduces linearly with the amount of VSM of the system. Therefore, lower RPR 
situations imply in lower VSM.  

Since the relationship was apparently linear, one MLRM was used in order to 
capture the relationship between VSM and RPR. In this first attempt, the MLRM 
failed to properly and accurately relate VSM with RPR. The main problem was the 
wide spread of data around the fitted line (solid line), which would cause large 
estimation errors for some scenarios, as can be seen in Fig 6. 
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Fig 6: One MLRM covering all possible scenarios and contingencies 

Therefore, it was necessary to divide the VSM range into several sub ranges as 
shown in Fig 7. Each one of the MLRM is expected to be used only for contingencies 
whose VSM is within a specified range. Ten different ranges were defined in this first 
approach but the amount of models can vary accordingly to the needs of the system. 
The ten different MLRM can be seen in Fig 7. 

 

 
Fig 7: MLRMs for different scenarios and contingency 

Once the contingencies are divided in subgroups and all the data is collected, the 
design of the MLRM starts. Each MLRM will be used to estimate VSM for a wide 
range of operating points and a defined set of critical contingencies. Each 
contingency set was created by grouping contingencies with similar VSM. It means 
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that those contingencies cause a similar variation in the stability boundary, at least 
locally. 

Once the VSM range is divided in few sub-ranges, the accuracy problem related 
to data spread around the estimation lines was practically solved, as seen in Fig 7. 
Now each MLRM (solid line) is utilized to estimate VSM only for points within the 
dashed lines. However, another problem was raised by the creation of more than one 
model: what model should be chosen considering there is more than one MLRM 
available? 

In order ansewer that question, a pattern recognition tool based on an ANN design 
was proposed. A multi-layered perceptron (MLP) ANN was used to identify the 
proper MLRM at each point in time, based on measurements taken from the system. 
Since the focus of this project was to develop applications that would make use of 
PMU measurements, bus voltages magnitudes and angles where utilized as inputs to 
the ANN. The output of the ANN is an index which represents what MLRM should 
be used. 

Other real-time system measurements available in EMS/SCADA system are being 
investigated in order to extend the technique to system with low PMU penetration. 

 Load Increase Patterns 
The data base is generated through several PV curve calculations for a 

comprehensive contingency list and several load increase directions. Load increase is 
varied from a low load condition LL (for instance, winter forecasted load) to a high 
load value LH (for instance, summer forecasted load). The load increase vector is 
represented by the difference between LL and LH: 

  Linc = LH – LL= [L1, L2, …, LN] (2.1)  

This vector is considered the central load increase direction value, represented by 
the vector emerging from (P0, Q0) in Fig 5. Since load forecasting tools usually 
predict the total load in a determined area of the system rather than the load at each 
one of the buses, there is a need to model the uncertainty involved in the load increase 
direction once it needs to be estimated. In order to model such uncertainty in load 
growth, each load bus in the load vector above was considered as a random variable 
with mean equal to the central load increase direction and standard deviation equal to 
15% of the central load increase direction. 

Once a few load increase directions are used, the stability boundary represented in 
the load space is swept locally as can be seen in Fig 5. A statistical analysis of the 
load on each bus would be interesting to determine how to model the probability 
distribution of each load more properly, but it is left here as a suggestion for future 
studies. 

Network topology also plays an important role in the amount of voltage stability 
of a system. In order to cover several possible scenarios, a contingency list containing 
the most common/harmful contingencies is elaborated. PV curves are calculated 
considering the contingency list and all the load increase scenarios. 
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Since the computational effort to perform all the above mentioned calculations is 
cumbersome, commercial grade software was required to perform such task. In this 
project, we have automated PSS/E® using the python language to cover a large 
amount of scenarios. Python is a powerful interpreted, object-oriented computer 
language that can be used to automate PSS/E®. The Python interpreter is embedded in 
PSS/E and several functions are already built-in PSS/E®. 

A python script was developed to run all the PV curves for all the different 
contingencies and load increase directions and collect data for the data base. It makes 
the data output from PSS/E more flexible since any variable can be used as output, 
allowing the user to select the ones that he wants to have available. This automation 
has two main advantages: it speeds up the computational process and enables users to 
collect any desired data from any converged power flow solution along the PV 
curves. Another good thing about the automation process is that any system variable 
can be pulled out during system simulation, either for steady state or dynamic 
simulations. 

 Contingency Ranking for MLRM Development 
In order to classify the severity of each contingency with respect to VSM, a 

performance index (PI) was utilized for contingency ranking purposes [24]. 

 
bc

ibc
iPI

λ
λλ −

=  (2.2)  

Where: 

− bcλ : Voltage stability margin of base case 

− iλ : Voltage stability margin of contingency i 

A PV curve is run for each contingency and each load increase direction. Bus 
voltage magnitudes/angles and reactive power reserves are sampled on each run and a 
PIi is calculated for each contingency. Based on the PI value, the data collected from 
each contingency will be placed in one of the data base files used to design the 
MLRM for that specific PI range. The data is divided following the methodology 
described in Table I. The higher the PI value is, the more severe the contingency is. 
Therefore, MLRM 1 models the effects of the least harmful contingencies whereas 
MLRM 10 models the effects of the most severe ones. 

Since the MLRM are created from data collected based on contingency severity, it 
is important to have contingencies with PIs ranging from 0 to 1, i.e., contingencies 
with a varied range of impact. By doing so, there will be data available to generate all 
the necessary MLRM. 
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Table I: MLRM Definition 

Model Number PI Model Number PI 

MLRM 1 0.1-0.0 MLRM 6 0.5-0.6 

MLRM 2 0.1-0.2 MLRM 7 0.6-0.7 

MLRM 3 0.2-0.3 MLRM 8 0.7-0.8 

MLRM 4 0.3-0.4 MLRM 9 0.8-0.9 

MLRM 5 0.4-0.5 MLRM 10 0.9-1.0 

 

Once all the data gathered from system simulation is properly separated 
accordingly to the PI index of each MLRM, the design process of those models can 
start. 

Since each MLRM has its range of prediction, an ANN will then be trained to 
select the proper MLRM at each instant. To train the ANN a target was assigned to 
the its output. The target represents each model and its value represents the exact 
middle point of each MLRM PI range. This subject will be discussed in detail in 
section 3. 



 

 17 

3. Theoretical Background 

This section presents al the theoretical background and tools utilized on the development 
of the project. 

3.1. Multi-Linear Regression Models (MLRM) 

Multi-linear regression models are among the most popular statistical models used 
for statistical inference. They relate two groups of variables named the dependent 
variable, represented by the y variable, and the independent variables, represented by the 
x variables. In this work, the independent variables xs represent reactive power reserves 
(RPRs) and the dependent variable y represents the amount of voltage stability margin 
(VSM) in the system. The multi-linear regression model can be represented as follows: 

 

εxβxβxββy pipiii +++++= 22110    i=1, 2... n (3.1)  
 

This is the classical formulation of a multi-linear regression model for the ith 

observation. In some cases, a more complex structure can be added to the model if 
polynomial terms and combined terms. A second order polynomial model on the 
regressors can still be treated as a multi-linear regression on the regression coefficients

sβi ' , and thus can still be solved using the method of least square. 

A second order multi-linear regression model can be defined as follows [28]-[30]: 

 
εnxnβnxnβ

xβxβxxβxβxββy

+2+1+

2
25+2

14+213+22+11+0= 

 (3.2)  

 

In case we have several observations available, equation (2) can be put in the 
vector/matrix form as represented below: 

 εXβy +=  (3.3)  

In the above equation, y  is a vector of VSM observations and X  is a matrix of 
monitored RPR. The objective is to find a vector of coefficients βi's that minimizes the 
error ε. Thus the search for the best βis can be state as an optimization problem as 
follows: 

 
22 = Xβy

ββ
MinεMin  (3.4)  

The optimum solution of equation (3.4) is defined as the least square solution 
and is described in appendix 1. The result of the above optimization problem is given 
as: 
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 ( ) ( )TTT yXXXβ 1−
=

^

 (3.5)  

The MLRM regression model is then described by: 

 
^^
βX=y  (3.6)  

The residual ε represents the difference between the correct value of VSM and 
the actual value. 

 ^
yyε −=  (3.7)  

Once the regression coefficients are obtained (β vector), an instant estimation of 
VSM (

^
y ) can be obtained by multiplying the RPRs ( X vector) by the regression 

coefficients. Throughout the paper, the variables with a superscripted hat (^) denote 
estimated value of the variable. 

Once the multi-linear regression model is obtained, statistical tests are required to 
assess the adequacy of the model. Model adequacy checking using residual analysis is a 
traditional method to identify violations of basic regression assumptions. Therefore, it is 
advisable to perform model adequacy checking on obtained MLRM before they are used 
in practice [29]. 

According to [29]-[30], some of the most important characteristics that a MLRM 
must hold are the following: 

I. y is a random variable with a certain probability distribution for any 
combination of Xis variables. 

II. The y observations are statistically independent from one another. 

III. The mean value of y at each specific combination of combination of Xis is a 
linear function of Xis.. 

IV. The variance of  ε has constant variance for any value of y 
(homoskedasticity). 

V. For any fixed combination of Xis, the ε follows a normal distribution with 
mean zero and variance equals to σ2. 

The first three assumptions are reasonably easier to be obtained whereas 
assumptions IV and V are the ones whose violation causes serious inadequacies to model 
validity. 

Assumption V is not mandatory but it is usually required for general inference 
making. If the assumption of normality is not severely violated (assumption V), the 
conclusions reached by using the model are generally reliable and accurate. In other 
words, the F hypothesis tests to check if the model coefficients properly represent the 
model is more robust if the normality assumptions are hold, therefore validating the 
model [28]. 
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In case the residual ε fails to follow a normal distribution, variable transformation 
applied on the y variable are employed so that the residuals of the transformed variable 
y’, denoted by ε’, have a normal probability distribution. Several kinds of transformations 
can be utilized such as log(y), power (y) and so on. Box-Cox is a popular procedure to 
improve normality of the residual (ε) distribution. It selects the best exponent for a power 
transformation of the type y^α on the dependent variable y, where α is a number usually 
varying from -2 to 2. 

After the Box-Cox procedure is applied, popular normally checking test can be 
used to verify normality of data distribution. Shapiro-Wilk/Francia test and Kolmogorov-
Smirnov are among the most popular test [29]-[30]. Although useful, normality test 
failure does not directly imply that the normal distribution assumption cannot be made. 
Even if the data fails the normality test, normality can be assumed in case the residual 
histogram follows has a normal curve with well behaved distribution tails. More details 
regarding normality issues will be given in section 4. 

 Model adequacy checking through hypothesis test 
After the MLRMl is developed, a hypothesis test for significance of overall 

regression can be done to accept or reject the MLRM. The test is described in the 
following manner: 

H0: All independent variables (xi) considered do not  explain a significant amount of 
the variation in y. In other words, β1 = β2 = …= βp = 0. 

Ha: The model is well explained by the obtained variables (xi).In other words, not all 
βi’s are equal to zero. 

 

The F statistics is defined as: 

 
MSE
MSR

F =  (3.8)  

MSR, MSE and other statistical variables are defined in the appendix1. After 
calculating the F statistics, its value is compared with the critical point of the F-
distribution αknkF -1,1--, , where  α is the preselected significance level, k is the number of 
regressors and n is the total number of samples used. If the calculated value for the F 
statistics exceeds the critical point, then the null hypothesis (H0) is rejected: 

If   ,>= -1,1--, αknkF
MSE
MSR

F  0⇒ Hreject  (3.9)  

 Multicollinearity 

If two or more independent variables in the model present some sort of linearly 
dependence, the matrix ( )XXT  cannot be inverted and the regression coefficients cannot 

be obtained from (3.5). If close to linear dependence occurs, the matrix ( )XXT  becomes 
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ill-conditioned and may present some anomalies such as a high variance of the estimated 

regression coefficients i

^
β s.  

To correct for such problem, variables that exhibit closeness to linear dependence 
were eliminated in our approach. In order to verify is two variables are close to linear 
dependence, the aperture angle between them was calculated. If that angle θ is smaller 
than minimum threshold θmin, then the variable are considered linearly dependents and 
one of them must be eliminated from matrix X [29]-[30]. Fig 8 gives an idea of the 
approach: 

 

 

 

 

 

 

 

 

Fig 8: Linear dependence checking 

 

 Heteroskedasticity 
Another problem that may be encountered in the MLRM is the violation of 

assumption IV. If the variance of the residual vector ε does not hold a constant value for 
all the y range (Var(ε) = σ2I), then heteroskedasticity is said to occur. 

This problem is frequently encountered in the statistical literature. There are several 
techniques to address it with the y variable transformation being one of the most popular 
ones. Although there are test employed to identify heteroskedasticity, they will not be 
used for it goes beyond the scope of this text. Visual inspection of the residual plots is 
usually sufficient to identify homoskedasticity violations [28]-[32]. 

 Conceptual flowchart for multi-linear regression 
The following flowchart describes the required step for MLRMs development. 

Initially, a wide range of operating scenarios and an extensive list of contingencies must 
be created. After that, offline PV curve calculations are run in order to obtain RPRs, 
VSMs and PMU data to create the data base. Once all data is collected and stored in a 
data base, the MLRM development starts.  

After the optimal coefficients of the MLRM are calculated, the validation process is 
used to identify major violations on the regression assumptions. If no violations of the 
assumptions are found, then the MLRMs are ready to be used in online voltage stability 
margin monitoring, otherwise model correction and MLRM redesign must be necessary.  

 










⋅

⋅
= −
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ji

xx
xx1cosθ  (3.10)  
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Fig 9: Flowchart describing the whole methodology 

If either the normality or the homoskedasticity assumptions are violated, Box Cox 
transformation is first tried in order to eliminate the violations. If it cannot satisfactorily 
resolve the problem, then more data needs to be obtained and the more simulations are 
required. 

3.2. Artificial Neural Networks (ANN) 

Artificial neural network has its origins on the search for a mathematical description 
of information processing in biological systems. The focus of this chapter is present 
neural networks that are efficient models for pattern recognition. After an analysis of the 
different types of ANNs designed along the years, we shall focus our attention on the one 
that has proven greatest practical value: the multilayer perceptron neural network [35]. A 
functional form of the neural network model will be presented along with the 
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parameterization of the basis functions. Later, it will be shown how the search for the 
best parameters of the network involves the solution of a nonlinear optimization problem. 

A neural network model is described in Fig 10. Three main layers compose a typical 
ANN: the input layer, the hidden layer (also called intermediate layer) and the output 
layer. Except for the input and output layers, an ANN can have as many hidden layers as 
necessary. Each layer has a certain number of neurons. Each neuron is composed of 
nodes (biologically equivalent to dendrites and represented in Fig 10 as the circles) and 
connection links (biologically equivalent to axons and represented in Fig 10 as the lines).  

 

 
Fig 10: Artificial neural network structure 

 

Data are supplied to input nodes and output node and an adjustment of the weighting 
factors is performed in order to minimize the error between the real output value (y) and 
the estimated output value (ŷ). A more mathematical representation of the ANN of 
utilized in this work is give in Fig 11. 
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Fig 11: ANN parameter representation 

 

The data processing on an ANN follows the following pattern: Data presented at the 
input layer and multiplied by a weighting factor vector wji and summed up with a bias 
factor b1 as described in the equation (3.11). 

 1

1=

)1( += ∑
iji

bxwa
D

i
ij  (3.11)  

The quantities aj are known as activations. Once the vector a is obtained, it will be 
transformed using a nonlinear activation function h(.). The transformation generates the z 
vector where each element is given by equation (3.12). 

 )( jj ahz =  (3.12)  

Many functions can be used to represent h(.) and the tangent sigmoid function was 
the one selected for presenting the best performance in this case. The tangent sigmoid 
function is defined as: 

 1
+1

2
=)( 2 -

jaj e
ah  (3.13)  

After having calculated the vector z, the variables go through another weighted 
summation to generate the vector c as can be seen in Fig 11 and eq. (3.14). 

 2

1=

)2( += ∑ j

M

j
jkjk bzwc  (3.14)  

Finally, the output vector y is generated by transforming vector c using another 
sigmoid function σ(.) as described below. 

 )( kk cy σ=  (3.15)  
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The final formulation representing the MLP ANN model is given as: 
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After describing how the ANN works, the application of ANN for MLRM is given on 
the sequence: 

 MLRM selection from ANN 

As mentioned before, more than one MLRM was created in order to cover all the 
possible scenarios and contingencies. Therefore a MLRM needs to be selected at each 
moment to estimate VSM. The ANN will be trained by supplying the PMU data (bus 
voltage angles and magnitudes) to its inputs and the respective MLRM PI target to its 
output. The idea is to have the ANN producing the MLRM assigned PI target by 
processing real-time PMU data. In that way the MLRM selection is done automatically, 
reducing thus the burden on system operators. Before we go into details of how the ANN 
works as MLRM selector, we will briefly remember how the data base for each MLRM 
model is organized.  

Each contingency will be assigned a level of severity based on its performance index 
(PI). Since the PI varies from 0 p.u (non severe contingency), to 1 p.u (severe 
contingency), we decided to divide the severity ranges in 10 equally spaced intervals of 
width 0.1 p.u. Contingencies whose PI fall into the same interval are grouped together 
and are assigned the same PI target as shown in table II. 

In our approach, bus voltage magnitudes and angles will be used as inputs to the 
ANN, whereas a target representing each MLRM will be assigned to the output of the 
ANN. 
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Table II: Contingency grouping methodology 

Model PI value Assigned PI target Level of severity 

MLRM 1 1.0-0.9 0.95 Highest 

MLRM 2 0.9-0.8 0.85  

MLRM 3 0.8-0.7 0.75  

MLRM 4 0.7-0.6 0.65  

MLRM 5 0.6-0.5 0.55  

MLRM 6 0.5-0.4 0.45  

MLRM 7 0.4-0.3 0.35  

MLRM 8 0.3-0.2 0.25  

MLRM 9 0.2-0.1 0.15  

MLRM 10 0.1-0.0 0.05 Lowest 

 

 Once each data base for every MLRM is created, then the ANN training process 
can start. Next section will present some data pre-processing techniques utilized in order 
to adequate the data. 

3.3. Data Pre-Processing and Feature Extraction 

Almost all applications of ANN require the data to be transformed before it can be 
used as input to the network. Two main objectives are sought while performing such 
pre-processing task:  

• One is to reduce the number of inputs to the ANN and consequently to reduce its 
complexity. It has been observed that the performance of an ANN can be 
improved up to a certain number of inputs. After an optimal value, too many 
inputs start to rather reduce the performance of the ANN as they start to 
“compete” against each other, therefore reducing the recognition capabilities of 
the network. [34]-[35]. 

• The second reason is that sometimes the input data does not have the same order 
of magnitude. This difference in order of magnitude may penalize some variables 
in detriment of others. To overcome this problem, a standardization process is 
used. This standardization consists basically of transforming the input variables 
by subtracting each input value from its mean and dividing it by its standard 
deviation. Such process should reduce the size disparity among the variables and 
cope to a better model performance. Other data anomalies such as missing values 
or incorrect target values can also appear in the data and must also be properly 
treated. 

One of the most important pre-processing techniques involves the reduction of the 
dimension of the input vector. The proper selection of the variables that will form the 
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input vector must be carefully done in order to avoid rejecting variables with salient 
explanatory capability. Also, a smaller input vector will require a smaller network 
structure which means that a smaller set of network parameters will have to be 
determined. Therefore, by reducing the number of ANN inputs one can get an ANN 
that is faster to train and has better generalization properties. 

Another particular point in the application of ANN to power systems using PMU 
measurements is the fact that PMUs are installed in specific locations across the 
system. Therefore, the development of an ANN that will take PMU measurements as 
inputs may have some restrictions the number of measurements and where they should 
be taken.  

In order to evaluate how much PMU devices across an area we adopted two 
different approaches in this work. In the first approach, a high penetration of PMUs 
devices distributed all across the system is considered. In the second approach, the most 
specific locations for future PMUs installation were sought to try to reduce the number 
of required PMU measurements. Some precaution should be taken when considering 
possible sites for PMU installation based on feature extraction for ANN. Since a 
predefined number of scenarios are selected to generate the data base, the variables that 
show significant importance may be restricted to the scenarios considered in the 
specific data base only, and may not have the same importance for scenarios that were 
not implemented.  

Feature or input selection has been recognized as an important problem in the 
context of regression models [31]. Feature or input selection bias may adversely affect 
the prediction ability of the model. This is because the models may “overfit” the data in 
the presence of selection bias and it may not hold good generalization properties. In this 
project, we will have to select amongst the most appropriate RPR to be used as inputs 
to the MLRM and the most meaningful PMU data as inputs to the ANN. Thus, feature 
selection is an important issue and needs to be properly addressed in this work. 

3.4. Data Flow Along ANN and MLRM 

Fig 12 pictorially shows how the online measured data would flow across the 
ANN and the MLRMs. After the ANN is designed, the bus voltage phasor 
measurements are passed along to the ANN. The ANN identifies the current system 
condition and produces an index on its output representing the MLRM to be used.  

 

 
Fig 12: Data flow across ANN and MLRM 
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Once the proper MLRM is identified, RPRs are provided as inputs to the 
MLRM which will in turn produce the estimation of VSM based on the amount of 
RPR available at the selected machines. After showing how the information flows in 
order to obtain the VSM estimation, a block diagram representation with all the 
necessary steps involved in online VSM margin estimation is given in the sequence 

3.5. Online Implementation of the Methodology 

The following diagram in Fig 13 summarizes all the steps involved in the 
development of the methodology. 

 

 
Fig 13: Off/Online overall methodology 

 

Initially, all the power flow cases, a list of critical contingencies, forecasted 
load levels and generator dispatch order are obtained for system simulation. Several 
PV curves are calculated for all the contingencies and many load increase directions 
in order to account for load growth uncertainty in real-time operations. In this case we 
automated PSS/E® via python in order to speed up system simulation. Once all the 
simulations are run and the data base is created, data preprocessing is carried over on 
the data in order to prepare it for MLRM and ANN design. Data preprocessing was 
performed utilizing Microsoft Excel® through visual basic scripts. The reason why the 
data was manipulated in Excel is because if a visual inspection of the data is 
necessary, it would be easier to do so in Excel than in a text file due to all the 
resources available for data manipulation. 
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Once the data is preprocessed, Matlab® scripts will be utilized to design the 
MLRM and the ANN. Matlab has a well established and stable statistical and neural 
network toolbox, which makes the development of the MLRMs and the ANN very 
practical and versatile. The MLRMs are trained using RPRs and VSMs obtained 
along the PV curve calculations. The ANN is trained using an index that represents 
each MLRM and voltage phasors (PMU measurements) from buses across the 
system. 

After the MLRMs and the ANN are designed and validated, they are made 
available to the EMS/SCADA system. They can be either written into the 
EMS/SCADA or data from EMS/SCADA can be pulled out to a standalone PC to be 
used on the MLRMs and ANN. The estimation of VSM should be made available to 
operators on the control room display. 
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4. Studied Cases and Discussion 

Two different test systems were used to test and demonstrate the methodology 
presented in this work. A small system was initially used in order to apply the 
methodology and then a real size test system was later used to demonstrate that the 
methodology can be applied to realistic systems with good performance. 

4.1. IEEE 30 – Bus Test Case 

Initial tests of the methodology were conducted on the IEEE 30 bus test 
system. A description of IEEE-30 bus test system is given in table III. 

 

Table III: Power System Description 

Number of 
buses 

Number of 
generators 

Number of 
loads 

Number of 
lines 

Number of 
transformers 

30 6 22 35 6 

 
For this small system, all loads were assumed to participate in the load increase 

process and all the necessary amount of generation was proportionally divided among the 
machines in the system, except the slack bus. Each machine picked up a share of the total 
increased load. The share was proportional to the individual generation of each unit in the 
total generation. 

All the desired simulation data was collected from PSS/E® and stored in Excel® 
files for data preprocessing. At this stage, data will be manipulated in order to be used as 
input in Matlab® to design the MLRMs. This data preprocessing in excel uses a VBA® 
macro which objectives are: 

 To eliminate unnecessary informative (non numeric) data in the PSS/E®
 output 

file. 

 Separate the contingencies by margin and group the ones with similar VSM. 

 Reduce the amount of data exported to Matlab® for MLRM development. 

Once preprocessed, the data it is used by Matlab® for the development of the 
MLRMs. Due to space constraints, the design and analysis of only one MLRM out of the 
10 that were created is going to be shown. The analysis of the other MLRM can be 
performed in a similar manner. 

A total of 50 contingencies were considered in this example. Contingencies 
included all N-1 cases and several other multiple contingencies where more than one 
device was out of service at the same time, including loss of units and transformers. 

A central load increase direction was defined and PV curves were calculated for 
all the 50 contingencies in the list. Other nine load increase scenarios were created as 
random perturbations around the central load increase scenario, totalizing ten load 
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increase scenarios used in the training phase. Such random perturbation followed a 
normal distribution as shown in Fig 17. As mentioned before, only MLRM 1 will be 
analyzed from the statistical point of view. The analysis of other MLRMs can be easily 
extended and will not be presented here for the sake of space. 

MLRM is developed and the β coefficients are found. Quadratic and crossed 
terms were added to the multi-linear regression model to improve accuracy. The residual 
distribution for MLRM 1 for the IEEE 30 bus test system is presented in Fig 14. 

 

 
Fig 14: Residual distribution 

 

The residuals distribution presents a close to random distribution around the mean 
value zero. The variance shows a slight variation along the regressed values of ŷ, as can 
be seen in Fig 15. The conic shape of the residuals indicates the presence of non constant 
variance, which is also known as heteroskedasticity. Since the constant variance violation 
is not significant, no action will be taken to correct the model it in this case. If there is a 
severe violation of the homoskedasticity condition, then appropriate actions must be 
taken as described in section III. In this research we have faced situations where Box-Cox 
transformations were needed in order to bring the residual probability distribution 
function close to normal. An example of such transformation will be given on the next 
test case where the residual distribution shows skewness and heteroskedasticity. 

The residual histogram on Fig 15 can be used to verify if the normality 
assumption is significantly violated or not. The residual distribution follows a close to 
normal distribution with well behaved tails. In case a significant discrepancy is observed 
on the histogram plot, variable transformations can be used to make the residuals to 
follow a normal probability distribution function. 
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Fig 15: Residual histogram 

 

The parameters of the above normal probability distribution fit for the residual 
presented in Fig 15 has its coefficients given in table IV. 

 

Table IV: Distribution Parameters 

Parameter Estimate Standard Error 

Mean (µ) 3.16x10-16 0.000287 

Standard Deviation (σ) 0.041318 0.000203 

 

The ANOVA table containing general information about the multi-linear 
regression model is presented in table V. As can be seen from the ANOVA table, the 
regressed model has a R-squared value close to 1.The R-square value is used to measure 
the goodness of fit of a model. An R-squared value of 1 signifies that the regressed line 
perfectly fits the data points. 

Another important value from the ANOVA table is the F-statistic, which will be 
utilized in the F-test to verify the appropriateness of the model. 
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Table V: ANOVA table 

Source Sum of 
Squares 

Degrees of 
freedom Mean Square F R2 

Regression 2.06 4979 4.14x10-4 4.19x104 0.9967 

Residual 347.52 20 17.38   

Total 349.58 4999    

 

 F-Test 
The F-test is utilized to check whether or not the coefficients obtained by 

regression can properly explain the dependent variable (VSM) y using the set of X 
variables (RPRs). The considered significance level considered in this work was α=5%. 
Consequently, the significance level of the test is 95%. The F-test is applied as follows. 

 

095.0,4979,20
4 ⇒,57.1=>1019.4== HrejectF

MSE
MSR

F  (4.1)  

 
It can be concluded from the hypothesis test that the null hypothesis H0 must be 

rejected in detriment to hypothesis Ha (see section 3.1). Therefore it is assumed that there 
is a regression relation between the dependent variable y and the set of X variables. Once 
assumed that there is a linear relationship between the response variable y and the set of X 
variables, the estimated VSM is plotted against the actual VSM in fig 16.  

 
Fig 16: Regressed VSM versus actual VSM 
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As can be seen from the picture, an exact VSM estimation would not present any 
data spread around the regression line. But since the regression model is not exact, and it 
is important that it does not have such characteristic for generalization purposes, some 
data can be seen spread around the line. The data distribution is homogeneous and 
presents a constant variance (same spreading width), which in fact confirms the fact that 
the heteroskedasticity present in the residuals is not significant. 

 Confidence bounds 
The following table VI shows the confidence intervals for residuals of each MLRM 

obtained. Two standard deviations around the mean values were considered. The + 2σ 
standard deviation confidence bound accounts for 95.44% of the data. It means that 
95.44% of the residuals should fall within the confidence bound specified by + 2σ. The 
reason why M9 and M10 were not designed was because there were no contingencies to 
generate data for those models, since they take into account very severe contingencies 
with very low VSM. 

 

Table VI: Confidence Intervals 

Model 
Standard 
deviation 

Percentage of estimated error within +2 (95.44% 
of the estimations) 

MLRM 1 4.13 + 8.26 

MLRM 2 5.87 + 11.75 

MLRM 3 4.47 + 8.95 

MLRM 4 6.72 + 13.45 

MLRM 5 4.98 + 9.97 

MLRM 6 2.10 + 4.21 

MLRM 7 2.59 + 5.18 

MLRM 8 4.47 + 8.95 

MLRM 9 No data No data 

MLRM 10 No data No data 

 

As mentioned before, the confidence bound of a normally distributed random 
variable tells us how many times the variable will assume values within the confidence 
bound. Fig 17 shows the confidence bounds for different values of standard deviation. It 
can be seen that around 68.2% of the observations fall within +σ from the mean, 94.4% 
fall within +2σ and so on. 
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Fig 17: Confidence bounds of a normally distributed random variable [40]. 

 

After the MLRM coefficients were obtained, a test was performed on them to verify 
their accuracy in estimating VSM. Table VII shows some random selected system 
operating conditions at where the MLRMs were tested. The testing scenarios represent a 
different load increase direction from the ones used for training 

 

Table VII: MLRMs testing 

Model Actual VSM Estimated VSM Error % 
MLRM 1 330 312.4297698 -5.32 

MLRM 2 230 212.7649831 -7.49 

MLRM 3 300 305.4952326 1.83 

MLRM 4 340 309.4852367 -8.97 

MLRM 5 170 193.5296532 13.84 

MLRM 6 180 175.3668083 -2.57 

MLRM 7 90 90.0286974 2.86 

MLRM 8 80 79.07101965 -1.16 

MLRM 9 No data No data No data 

MLRM 10 No data No data No data 
** The negative value in error estimation means underestimation of the VSM; positive 

values represent overestimation of VSM. 
 

The results presented in table VII shows that the estimation error is in accordance 
with the values estimated in table VI. Although most of the errors fall within the + 2σ 
range, MLRM 5 has an estimation error out of the + 2σ confidence bound. The 
confidence bound only tells us how much data is expected to be found within its 
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boundaries. Error values out of the confidence bounds can still occur with a low 
probability. 

 ANN training for MLRM selection 
Once all MLRM models are designed, the focus shifts towards the design of the 

ANN, which will be responsible for the selection of the MLRMs in real-time. Several 
approaches were considered during the ANN development. 

Initially, PMU units were considered to be installed in all the buses in the system, 
totalizing 30 PMUs. Then principal component analysis (PCA) was used to identify what 
measurements were providing a high level of explanation in the data. Once the 
measurements with a high level of information are found, they are used as inputs to train 
the ANN. Since noise present in measurement is a common problem in EMS/SCADA, 
the ANN test has been tested on the presence of noisy inputs and without noise. The 
noise considered during training had a Gaussian distribution with zero mean and standard 
deviation of 10% of the maximum measurement in the sample. The noise considered 
during testing had the same characteristic of the above mentioned but with standard 
deviation of 5%, 10% and 15%. 

Another common problem that is regularly encountered on the control center is when 
there is missing data. In order to analyze the performance of the ANN for missing data, 
one of the PMU measurements was blocked and the recognition of the ANN was tested. 
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Table VIII: ANN testing 

Number of 
PMUs 

installed 
Configuration 

Testing 
error – 

No Noise 

Testing 
error – 
Noise 1 

Testing 
error – 
Noise 2 

Testing 
error – 
Noise 3 

Missing 
PMU 
data 

PMU installed 
in all 30-buses 

Regular training 
(no noise) 95.82% 94.74% 92.99% 88.92% 93.51% 

After training with 
noise 93.72% 93.35% 92.91% 90.96% 93.44% 

PMU installed 
in 13 buses 
(after PCA) 

Regular training 
(no noise) 97.82% 93.59% 91.12% 88.29% 80.84% 

Training with 
noise and missing 

PMU input 
98.20% 93.78% 93.35% 92.59% 89.60% 
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From table VIII it can be seen that the overall accuracy of the ANN is high. First 
we analyze the case where PMUs are considered to be installed in all the buses. It is clear 
that the addition of noise to the inputs reduces the accuracy of the network (line 2, 
columns 1-4). The addition of noise to the training data can improve the accuracy of the 
ANN on cases where there is noise present in the input data (line 3, columns 1-4). The 
loss of a PMU signal usually does not compromise the accuracy of the ANN significantly 
(line2-3, column4). For testing purposes, the PMU signal that provides most information 
according to PCA analysis is the one that is being considered to be missing in all the 
cases. 

For the case where PMU locations were selected using PCA analysis, the result is 
the following. Again, the addition of noise to the inputs reduces the accuracy of the 
network (line 2, columns 1-4). The addition of noise to the training data can improve the 
accuracy of the ANN on cases where there is noise present in the input data (line 3, 
columns 1-4). The loss of a PMU signal does compromise the accuracy of the ANN 
significantly in this case (line2-3, column4). The reason is because the amount PMU 
measurement is already reduced. Therefore losing an extra PMU signal when there is a 
reduced set of measurements causes a higher impact on the recognition capability of the 
ANN. 

4.2. PSS/E Bench® - Bus Test Case 

The second systems used to test the methodology was the PSS/E bench® file, 
present in PSS/E version 30. The detailed information about the system is presented on 
table IX below. 

Table IX: Power System Description 

Number of 
buses 

Number of 
generators 

Number of 
loads 

Number of 
lines 

Number of 
transformers 

Number of 
Areas 

1648 313 1220 2602 308 25 

 

Due to the high number of areas in the system, area 2 was randomly selected to go 
under a voltage stability assessment and have the online VSM monitoring methodology 
applied to it. Fig 18 shows a pictorial representation of the load area (area 2) and its 
neighboring areas (areas 1, 2, 4, 5, 8, 9 and 10).  

Load will be increased in area 2 in 20 different patterns (directions) for a list of 
430 contingencies until voltage collapse is reached. The contingency list includes all N-
1 contingencies, including the loss of generating units and transformers. All the 
generation will be supplied by machines present in area 2 and machines present in all 
the neighboring areas surrounding area 2. Reactive reserves will be monitored in area 2 
and all the areas that have common boundary with area 2, i.e., areas 1, 2, 4, 5, 8, 9 and 
10. 
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Fig 18: Area 2 and its neighboring areas 

All the ten MLRM were designed for the system but only MLRM-2 had its 
properties analyzed. Another important fact to be mentioned is that in order to design 
all the MLRM for a system, the data base must contain data for each one of the 
MLRMs. In other words, there must be contingencies that reduce the VSM to a value 
with the range specified for each model or there will not be significant data available to 
design that specific model. Therefore, a diversified set of contingencies with different 
level of impact on the system is extremely desired. 

As mentioned before, load was increase in area 2 in twenty different directions for 
all the 430 contingencies. The data base was created and al the MLRMs were designed 
but for sake of space, only MLRM-2 will be analyzed in this report. The RPR selected 
after the MLRM – 2 was designed are presented in table X. 

 

Table X: Selected Reactive Power Reserves (RPR) 

Area number Total number of machines Selected machine  

1 5 - 

2 5 26, 41 

4 2 63 

5 5 81, 84 

8 7 136, 137, 161 

9 26 167, 206 

10 2 - 

 

From a total of 52 monitored machines, only 11 were selected to form the MLRM 
– 2. Those machines are the ones that must be monitored online and have its RPR 
utilized as inputs to MLRM – 2. 
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Fig 19shows the residual plot and fig 20 shows the histogram of the residuals for 
MLRM-2. As can be seen from fig 20, the normal distribution does not fit the data 
distribution closely and some type of correction might be advised. Although the data 
distribution has well behave tails and is centered around zero, which indicates average 
estimated error equals to zero and absence of outliers, the symmetry around the mean 
values can still be improved.  

One reason of such anomalies in the distribution error is because the RPR and 
VSM were sampled at regular load intervals while calculating the PV curves. For 
instance, the total load of the system was increased by 100MW during PV calculation. 
RPRs and VSMs are sampled at every converged power flow solution, and the process 
is repeated until voltage collapse happens. Since the sampling only occurs at every 
100MW, the data points (RPRs and VSMs) are clustered at every 100MW as can be 
seen on the residual plot in fig 19. 

Another issue relies on the excessive amount of data sampled close to the voltage 
collapse point. In order to identify the closest point of collapse, the load increment step 
size is reduced for precise identification of the point of collapse. This variation of the 
step size causes the oversampling of data points with VSM close to zero, as can also be 
seen in fig 19. In the previously studied system (IEEE 30), the load increase step size 
was kept constant and small (10MW), therefore no patterns are observed in the residual 
plot for the RPRs and VSM are sampled at regular load intervals, and the pdf of the 
residuals fits the normal curve properly as seen in Fig 15. 

For a large system such as the PSS/E Bench®, the step size of load increase must 
be variable or an excessive number of power flows will have to be solved, therefore 
slowing down the data base creation process. Hence it is almost certain that patterns in 
the residual plot will be observed. 

If a better sampling strategy is implemented during the data base development, 
the chances of obtaining a residual histogram with a distribution closer to the normal 
probability distribution function are higher. This case was specially selected in order to 
provide a situation where Box-Cox transformations are applied to correct data from non 
normality and skewness. Also, the homoskedasticity is slightly improved after the Box-
Cox transformation. 
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Fig 19: Residual distribution 

 

 
Fig 20: Residual histogram 

The parameters of the normal probability distribution fit in fig 20 are presented in 
table XI below. 
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Table XI: Distribution Parameters 

Parameter Estimate Standard Error 

Mean (µ) 9.67x10-15 0.000975 

Standard Deviation (σ) 0.0374 0.000690 

 

Fig 19 shows a residual plot for MLRM-2 together with the histogram of the 
distribution in Fig 20. It can be noticed from both graphs that a slight non constant 
variance can be observed in the residual plot, and the pdf of the residuals does not 
follow the normal pdf closely. Fig 21 represents the plot of the regressed variable 
versus the actual variable value. The more spread the points are around the line, the 
worse the model is. 

 

 
Fig 21: Regressed variable vs. actual variable 

Table XII contains the ANOVA statistics for the MLRM – 2. Once again, the R-
square value is relatively high, which indicates a good linear fit between RPR and VSM. 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

yhat

y

Predicted values vs. actual values

 

 

Data
   Linear fit



 

 42 

Table XII: ANOVA 

Source Sum of 
Squares 

Degrees of 
freedom Mean Square F R2 

Regression 0.95 922 1.029x10-3 1.22x103 0.9903 

Residual 96.87 77 1.258   

Total 97.82 999    

 

 F-Test 
The hypothesis test was once again used to check whether or not there is a 

regression relation between the dependent variable y and the set of X variables. The 
considered significance level α is 5%, consequently the significance level of the test is 
95%. 

095.0,922,77
3 ⇒,1.295=>10029.1== HrejectF

MSE
MSR

F  (4.2)  

From the hypothesis test we can conclude that the null hypothesis H0 must be 
rejected in detriment to hypothesis Ha (see section 3.1). Therefore it is assumed that there 
is a regression relation between the dependent variable y and the set of X variables. 

Table XIII contains the + 2σ confidence bounds for all the MLRM designed for 
this test system. AS can be seen, the confidence intervals are a little bit larger than the 
ones presented in the previous test case, ranging from 4% to 18% error. Once again, after 
obtaining the coefficients for all MLRMs, individual tests were performed on them to 
verify their accuracy in estimating VSM. Table XIV shows some random selected system 
operating conditions at where the MLRMs were tested. The testing scenarios represent a 
different load increase direction from the ones used for training. 

The results presented in table XIV show that the estimation error is in accordance 
with the values estimated in table XIII. Although most of the errors fall within the + 2σ 
range, some of them do not. The reason is once again because the confidence bounds 
only tell us how much data is expected to be found within its boundaries. Error values out 
of the confidence bounds can still occur with a low probability. 
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Table XIII: Confidence Intervals 

Model 
Standard 

Deviation (%) 
Confidence interval in % (+2σ) 

MLRM 1 5.04 +10.08 

MLRM 2 3.74 +7.48 

MLRM 3 2.47 +4.94 

MLRM 4 4.18 +8.36 

MLRM 5 4.85 +9.70 

MLRM 6 4.71 +9.42 

MLRM 7 8.30 +16.60 

MLRM 8 9.15 +18.30 

MLRM 9 No data No data 

MLRM 10 No data No data 

** The % values of standard deviation and confidence interval are always with respect 
to the maximum VSM utilized to train the models 

 

 

Table XIV: Estimated values 

Model Actual VSM (MW) Estimated VSM (MW) Error % 

MLRM 1 400.0 362.8 -9.28 

MLRM 2 456.0 495.1 8.58 

MLRM 3 418.0 434.2 3.88 

MLRM 4 368.0 404.4 9.89 

MLRM 5 581.0 546.0 -6.02 

MLRM 6 237.0 245.1 3.42 

MLRM 7 337.0 355.6 5.52 

MLRM 8 181.0 162.5 -10.19 

MLRM 9 No data No data No data 

MLRM 10 No data No data No data 
** The negative value in error estimation means underestimation of the VSM; positive 
values represent overestimation of VSM. 
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 Model improvement using Box Cox transformation 

In order to improve normality conditions of the residual distribution, a procedure 
named Box-Cox was applied. The Box-Cox technique is basically a variable 
transformation of the dependent variable y (VSM) of the type αyy =' , where α is any 
power ranging from -2 to 2 usually. The procedure basically test what power 
transformation better changes the data in a way that the residual distribution of the 
transformed variable will have a closer to normal probability distribution. However, only 
significant departures from normality would render spurious results. Although the 
distribution is more peaked than the previously studied case, the fact that the tails of the 
distribution are well behaved indicates that most of the data will be within the +2σ 
confidence interval. 

The transformation coefficient that provided best results was α = 0.8, a clearly 
improvement on the distribution shape can be noticed in fig 22 and fig 23, when 
compared to fig 19 and fig 20. This improvement on the pdf of the residuals is considered 
to be sufficiently close to a normal distribution by now. In case the power transformation 
is not considered to be satisfactory and a more precise normal distribution is required, 
data base re-sampling using a variable load increase step size during the PV stress is an 
alternative. 

 

 
Fig 22: Residual distribution 
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Fig 23: Residual histogram 

 

The parameters of the normal pdf presented on fig 23 are given in table XV 
below. 

 

Table XV: Distribution Parameters 

Parameter Estimate Standard Error 

Mean (µ) -6.83x10 -015 0.000686 

Standard Deviation (σ) 0.0300 0.000486 

 

From the table XV above we can see that the mean value parameter of the normal 
distribution was approximately zero, which confirms the fact that the residual distribution 
is centered. The assumption of normal distribution depends on the designer’s level of 
comfort after analyzing the data. It is clear that the histogram presented in fig 23 does not 
follow the exact normal pdf. The analysis of parameters like kurtosis and skewness can 
give some hints about the overall characteristic of the distribution, which in this case 
were considered acceptable. 

Table XVI presents the statistics of the ANOVA table for the MLRM – 2. Once 
again, the model has a high R-squared value. 
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Table XVI: ANOVA 

Source Sum of 
Squares 

Degrees of 
freedom Mean Square F R2 

Regression 1.88 1922 9.80x10-4 2.44x103 0.9899 

Residual 1.84x102 77 2.40   

Total 1.86 x102 1999    

 

If the predicted VSM values were exactly the same as the ones used during 
training and no error in estimation were present, then the points in fig 24 should all lined 
up along the solid line. The fact is that the regression is not totally exact, and some 
spreading can be observed. Such data spreading represents the error in VSM estimation. 
The error can be modeled and a probability distribution function can be fit to the 
residuals as shown before. 

 

 
Fig 24: Regressed values vs. actual values of VSM. 
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considered significance level α is 5%, consequently the significance level of the test is 
95%. 

095.0,1922,77
3 ⇒,1.287=>2.44x10== HrejectF

MSE
MSR

F  

From the hypothesis test above, it can be concluded that the null hypothesis H0 
must be rejected in detriment to hypothesis Ha. Therefore it is assumed that there is a 
regression relation between the dependent variable y and the set of X variables. 

Table XVII contains all the standard deviations and the + 2σ confidence bounds 
for all the MLRM. Once again, the confidence bounds range from 4% to 16%, what can 
be considered an acceptable error range. 

 

Table XVII: Confidence Intervals 

Model Standard 
Deviation (%) 

Percentage of estimated error within +2σ (95.44% of 
the estimations) 

MLRM1 4.63 + 9.26 

MLRM 2 3.00 +6.00 

MLRM 3 2.16 +4.32 

MLRM 4 4.02 +8.04 

MLRM 5 4.96 +9.92 

MLRM 6 4.20 +8.4 

MLRM 7 7.23 +14.46 

MLRM 8 8.33 +16.66 

MLRM 9 No data No data 

MLRM 10 No data No data 

 

After obtaining the coefficients for all MLRMs, tests were performed on the 
MLRMs to verify their accuracy in estimating VSM. Table XXVIII shows some random 
selected system operating conditions at where the MLRMs were tested. Once again, the 
testing scenarios represent different load increase directions from the ones used for 
training. 

The results presented in table XVIII show that almost all estimated errors are 
within the confidence bounds presented in table XVII. Although most of the errors fall 
within the + 2σ range, some of them do not. The reason is, once again, because the 
confidence bounds only tell us how much data is expected to be found within its 
boundaries. Error values out of the confidence bounds can still occur with a low 
probability. 
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Table XVIII: Estimated values 

Model Actual VSM (MW) Estimated VSM (MW) Error % 

MLRM 1 954.7 965.3 1.10 

MLRM 2 749.7 753.9 0.56 

MLRM 3 455.5 469.1 2.99 

MLRM 4 682.3 663.3 -2.78 

MLRM 5 290.5 296.6 2.1 

MLRM 6 244.8 218.0 -10.95 

MLRM 7 96.9 95.9 -1.03 

MLRM 8 238.3 253.4 6.34 

MLRM 9 No data No data No data 

MLRM 10 No data No data No data 

** The negative value in error estimation means underestimation of the VSM; positive 
values represent overestimation of VSM. 

 

 ANN for MLRM selection 
After designing all the MLRM that will used in online VSM estimation, operators 

need to select the appropriate model based on each system condition. Since load 
variations and system topological variations could lead to an unmanageable number of 
scenarios, and ANN was again designed with the purpose of selecting the proper MLRM 
to be used. 

System data (PMU measurements) are supplied to the inputs of the ANN. The ANN 
outputs an index, which represents what MLRM needs to be used. Since voltage stability 
is the phenomenon being studied, the PMU data considered as inputs to the ANN were 
bus voltage magnitude and angles. 

Due to the large number of buses in the studied areas (224 buses), principal 
component analysis was utilized in order to identify the measurement that provide a 
significant amount of information. Therefore a reduced number of PMU measurements 
will need to be taken from those selected buses, which further improves the economical 
aspects of the methodology by reducing the number of installed devices. A total of 42 
buses were found to provide high explanation to scenario identification. 

After identified the most meaningful measurements, the ANN is trained for several 
conditions that could occur normally in the system. Several load increase directions (20 
in this case) and contingencies (430 in this case) were considered in the ANN training 
part. The testing data represents the same set of contingencies and a random load increase 
direction around the forecasted load increase direction. 

Table XIX describes the accuracy of ANN for different conditions of the system. All 
the tested cases are independent from the training set and represent a different loading 
condition for all the 430 contingencies utilized in the training phase. Initially, PMUs were 
considered to be installed at each one of the 224 buses in the system. A more realistic 
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implementation has considered the selection of buses by using principal component 
analysis and consequently reducing the number of deployed devices. Both cases were 
tested for the following conditions: 

• Situations where there is no noise added to the input measurements 
• Considering random Gaussian noise added to the input signal. First case 

considering noise standard deviation equals to 5% of maximum signal amplitude 
(noise 1) 

• Considering random Gaussian noise added to the input signal. First case 
considering noise standard deviation equals to 10% of maximum signal amplitude 
(noise 2) 

• Considering random Gaussian noise added to the input signal. First case 
considering noise standard deviation equals to 15% of maximum signal amplitude 
(noise 3) 

• Considering a missing PMU signal coming into the control room 
 

The ANN was trained with noise and all the above scenarios were tested once again. 
The type of noise added during training was a Gaussian noise with zero mean and 
standard deviation equals to 10% of maximum input signal amplitude. 

From table XIX it can be seen that the overall accuracy of the ANN is high (above 
83% for all the cases). Considering the case when there are PMUs installed in all the 
buses (224 buses in this case). It is clear from table XIX that the addition of noise to the 
inputs reduces the accuracy of the network (line 2, columns 1-4). The addition of noise to 
the training data can improve the accuracy of the ANN on cases where there is noise 
present in the input data (line 3, columns 1-4). The loss of a PMU signal did not affect the 
accuracy of the ANN significantly (line2-3, column4). For testing purposes, the PMU 
signal that provides most information according to PCA analysis is the one that is being 
missing in the simulation. 
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Table XIX: Artificial Neural Network testing 

Number 
 of PMUs  
installed 

Configuration 

Testing 
error – 

No 
Noise 

Testing 
error – 
Noise 1 

Testing 
error – 
Noise 2 

Testing 
error – 
Noise 3 

Missing 
PMU 
data 

PMU installed in 
all 224-buses 

Training 
without noise 92.5% 91.7% 88.8% 83.8% 91.9% 

Training with 
noise 93.6% 93.6% 92.8% 92.3% 93.4% 

PMU installed in 
42 buses (after 

PCA selection) * 

Training 
without noise 93.7% 93.6% 92.9% 91.9% 93.5% 

Training with 
noise 94.0% 93.6% 93.1% 92.6% 94.2% 

Considering the case where the PMU locations were selected using PCA analysis, 
a reduced set of buses is then selected to have PMUs installed. In this case, 42 buses were 
selected out of 224. Again, the addition of noise to the inputs reduces the accuracy of the 
network (line 2, columns 1-4). The addition of noise to the training data can improve the 
accuracy of the ANN on cases where there is noise present in the input data (line 3, 
columns 1-4). The loss of a PMU signal does compromise the accuracy of the ANN 
significantly in this case (line2-3, column4). The reason is because the amount PMU 
measurement is already reduced. Therefore losing an extra PMU signal when there is a 
reduced set of measurements causes a higher impact on the recognition capability of the 
ANN. 

Surprisingly, the performance of the ANN with a reduced set of input variables is 
slightly better than the case where all the 224 buses are considered. This reduced 
performance when many inputs are considered is due to the fact that there is a 
“competition” among the input variables. Such competition can indeed reduce the 
accuracy of the network as mentioned in [35]-[36]. 

Fig 25 shows the output error of the ANN and the mean squared training error for 
the case when the ANN is trained with noise and has PMUs deployed all across the 
system. It can be noticed that the output error of the ANN increases as the amplitude 
(standard deviation) of the Gaussian noise increases as well, whereas the training mean 
squared error stops being significantly reduced after it reaches the value of 10-2. From 
table XIX, it can be noticed that by training the network considering some noise in the 
training data can improve the performance of the ANN when there is actually noise in the 
input measurements. This could be used to boost ANN’s performance and MLRM 
selection accuracy.  
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Fig 25: Output error of ANN for different conditions and means squared training error 
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Overall, the performance of the ANN is usually above 90% for most of the cases 
after suitable training strategy (training with noise), which means that the proper MLRM 
will be selected correctly 90% of the time. This high level of accuracy makes us believe 
that the implementation of such methodology would be possible in real sized systems. 
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5. Conclusions 

A technique to estimate voltage stability margin in real-time is presented in this 
project. Such methodology makes use of multi-linear regression models and artificial 
neural networks in order to estimate how far the system is from a voltage collapse. 
Reactive power reserves were associated with the amount of voltage stability margin 
using several multi-linear regression models. An artificial neural network selects the most 
appropriate multi-linear regression model to be used at each instant by identifying current 
system condition. PMU measurements are used to collect system bus voltage magnitudes 
and angles in real-time and make it available to be used by the neural network. 

Compared to PMU based techniques that make use of the Thevenin equivalent 
approach, the proposed technique estimates voltage stability margin for a large area of the 
system, rather than local buses or transmission corridors. This characteristic makes the 
approach more suitable for practical implementations as it covers larger portions of the 
system, rather than single transmission corridors or load buses. 

The accuracy of the estimations is relatively good and the methodology could be 
used in real-time applications. The technique is capable of handling real sized systems by 
the utilization of well established commercial grade software. 

This project is given continuity through a support from a local utility and PSerc 
member. The methodology will be tested on a reduced case of the eastern 
interconnection. 
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Appendix A 

 Least Square Method 

Consider the problem of minimizing the vector of residuals ε. 

 
22 Xβy −=

ββ
ε MinMin  

 

This quadratic unconstrained optimization problem is classically solved by taking 
the gradient of the vector ε and making it equal to zero. 

 

( ) ( )[ ]XβyXβyXβy −−∇=−∇=∇ T
xxx

2

2

2

2
ε =0 

( )[ ]XβXβyXβXβyyy TTTTTT
x +−−∇ =0 

And since XβyT = yXβ TT = ( ) TTT βyX we can rewrite the above equation as: 

( )( )[ ]XβXββyXyy TTTTT
x +−∇ 2 =0 

( ) 022 =+− XβXyX TT  

( ) ( )TTT yXXXβ 1^ −
=  

Where 
^
β is the best linear unbiased estimator (BLUE) for the vector of regression 

coefficientsβ . 

 

 ANOVA table and statistical variables 
In the sequence, many of the statistical variables used throughout the text in the 

ANOVA tables are defined. 

SSE - Residual sum of squares. 

SSR - Regression sum of squares. 

SST - Total sum of squares. 

R2 - Coefficient of multiple determinations. 

DFR – Regression degrees of freedom. 

DFE – Residual degrees of freedom. 

DFT – Total degrees of freedom 

MSR – Regression mean square error 
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MSE – Residual mean square error 

( )∑
1=

2-ˆ=
n

i
i yySSR  

( )∑
1=

2ˆ-=
n

i
ii yySSE  

( )∑
1

2-
n

i=
i yySST=  

SSESSRSST +=  

RDF = k, (the number of independent variables in the MLRM). 

EDF =n-k-1 (equals to the total number of samples – k – 1). 

TDF = RDF + EDF = n-1. 

EDF
SSE

MSE =  

RDF
SSR

MSR =  

SST
SSESST

R
-

=2

 
 

 Principal component analysis (PCA) 

 

The main idea of principal component analysis is to reduce the dimensionality of 
the data set which consists of a large number of correlated variables [41]. In this project, 
PCA was used to identify which variables can be used to identify the current system 
topology. Once the variables that provide meaningful information are identified, a 
reduced set containing all of the selected variables is utilized as inputs to the neural 
network. The reduced set of inputs reduces the complexity and further improves the 
performance of the ANN.  

PCA can be mathematically defined as the eigenvalue decomposition of the data 
covariance matrix. The larger the eigenvalue, the higher is the importance of the 
corresponding eigenvector (principal component).  

Assuming the data matrix is given by ]xx[x=X p21  where the columns 
represent system variables, in this case bus voltage magnitudes and angles, and the rows 
represent different samples of the variables. Assuming that matrix X is nxp, i.e., has p 
variables and n samples, the covariance between two variables xa and xb from matrix X 
can be calculated using the following formula: 
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Once the covariances between all the elements of the data matrix X are calculated, 
the covariance matrix (Σ) can be written as follows: 
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=Σ  

 The diagonal elements represent the variances of the each variable. The off-
diagonal elements represent the covariance between two different variables. After the 
covariance matrix is found, the eigenvalue decomposition of Σ is carried out as follows: 

Λ=Σ VV  

The matrix Λ is a diagonal eigenvalue matrix of Σ. V is the eigenvector matrix 
and can be represented as ]vv[v p21 =V . The proportion of total sample 
variance due to the kth principal component is: 

p

k

λλλ
λ

+++ 21  ,   k = 1, 2, …, p 

After performing the eigenvalue decomposition of the covariance matrix, the 
largest eigenvalues are selected to start the dimensionality reduction process. The size of 
the eigenvalue represents how much of the data can be explained by the specific variable. 

Plotting all the eigenvalue in a simple line plot is an easy way to identify how 
many eigenvalues would be required reduce the dimension of the data set and still obtain 
a high level of information from the remaining variables. The aforementioned eigenvalue 
plot is also known as scree t est. Usually, most of the total population variance (for 
instance, 80% to 90%) can be explained by the first few eigenvalues. 

Once k eigenvalues are selected out of a total of p, a weighted summation of the 
elements of the principal component vector defines how much importance each variable 
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has on each principal component. This weighted summation will be called variable 
importance factor (VIF). 

∑
1=

=
k

i
jiij υλVIF  

Where:  

• k – is the number of selected eigenvalues (scores) 
• j – is the selected variable 
• λi – eigenvalue i 
• υji – eigenvector i variable j  

Although the above specified factor can be, another popular coefficient termed 
correlation coefficient (CC) can also be used to interpret the importance of the variables. 
Despite the fact that VIF and CC can lead to different rankings as measures of the 
importance of the variables to a given component, it has been observed in practice that 
these rankings do not differ appreciably [42]. In this work, the VIF was the selected 
determine variable importance. 

After VIF is calculated for all the variables, a cutoff value (c0) is specified. This 
cutoff value is a heuristic value and can be defined by the designer. The final set of 
selected variables (Ω) is then given by: 

{ }0≥⇒Ω⇒ cVIFx jj , j=1,…, p 
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