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Executive Summary

The goal of this project is to evaluate the stability, protection and control of converter-interfaced
generation both at the converter level and in the bulk power system. With the increased penetration
of renewable energy and decommissioning of aging thermal power plants, there is a renewed focus
on converter-interfaced generation. As more of these sources appear in the transmission system,
the control of converters and their representation in software have to be more accurate in order to
make a reliable study of the system behavior.

This research proposes a new converter model for use in positive sequence transient stability
software. The questions addressed include- Does this converter model accurately represent the
electromagnetic transient operation of a power electronics converter? Does the model perform
robustly in commercial positive sequence time domain software? With large system simulations,
is there a significant increase in computation time with the use of this converter model? Can a
large system handle an increased presence of converter-interfaced generation? Will the converter
models be able to provide frequency response in the event of a contingency?

Part I. Stability, Protection and Control of Systems with High Penetration of
Converter Interfaced Generation

Increasing penetration of generating units that are interfaced to power grid with power electronic
devices create new challenges in the protection, control and operation of the power grid. These
generating units are allowed to operate at variable or non-synchronous frequencies (e.g. wind
turbines), or to operate without any rotating parts (e.g. photovoltaic cells) and they are
synchronized to the power grid via power electronics. We refer to these units as Converter-
Interfaced Generation (CIG). The power grid operates at a fixed frequency or a regulated frequency.
The power system can easily cope with a small amount of CIGs. However, in some areas of the
world, the percentage of CIGs versus synchronous machines has risen to high values and it is
possible to reach 100%. High penetration levels bring serious challenges to the present protection,
control and operation paradigm.

The conventional power system powered by synchronous generators has the following
characteristics. (a) synchronous generators are driven by mechanical torque, so the control of the
speed governor can maintain load/generation balance by controlling the frequency of the
synchronous generator; (b) synchronous generators have high moment of inertia, so the oscillations
of frequency and phase angle are small and slow, and transient stability of the power system can
be ensured. These characteristics are absent in CIGs. In conventional systems, frequency constancy
means generation/load balance. In systems with 100% CIGs this concept does not exist.

Compared to the conventional power system, a power system with high penetration of CIGs will
confront the following challenges. (a) There exists no mechanical torque input to the DC link of a
grid side converter, thus the control of the converter output frequency is irrelevant to
load/generation balancing [2-3]. Traditional control schemes, such as area control error (ACE)
become meaningless in systems with 100% CIGs. (b) CIGs do not have inertia [4-5], thus the
frequency and phase angle may oscillate quickly after disturbances and in this case the operational
constraints of the inverters may be exceeded to the point of damaging the inverters or causing the



shutdown of the inverters. Inverters can be protected with Low Voltage Ride Through (LVRT)
function. However, in a system with high penetration of CIGs, the LVRT function practically
removes a large percentage of generation for a short time (typically 0.15 to 0.2 seconds). It is not
clear whether the system will gracefully recover from such an event.

One existing approach to deal with these issues is to control the converter interface such that the
CIG systems behave similarly as synchronous machines with frequency responses and inertia [6-
7]. However, this approach is not as good as expected because it is practically impossible to
achieve high synchronizing torques due to current limitations of the inverter power electronics.
For traditional power systems, synchronous machines can provide transient currents in the order
of 500% to 1000% of load currents. On the contrary, the converters have to limit the transient
currents to no more than approximately 170% of load currents for one or two cycles and further
decrease this value as time evolves [8]. Consequently, the CIGs’ imitation of synchronous
machines is not quite effective.

The first important problem is the recognition that fault currents in a system with high penetration
of C1Gs will be much lower than conventional systems and many times may be comparable to load
currents. The issue has been addressed in this project. The findings are summarized in reference
[M1] listed in section 7. This reference shows the transformation of the fault currents as the
penetration of CIGs goes from 0% to 100%. The reduced fault currents create protection gaps for
these systems, in other words the system cannot depend on traditional protection schemes to
reliably protect against all faults and abnormal conditions. We propose a new approach to
protection based on dynamic state estimation.

The second important problem is the stabilization of C1Gs with the power grid during disturbances.
To control the CIGs such that the CIG smoothly follows the oscillations of the system and avoids
excessive transients, a Dynamic State Estimation (DSE) enabled supplementary predictive inverter
control (P-Q mode) scheme has been proposed, implemented and tested. The method is based on
only local side information and therefore no telemetering is required and associated latencies. The
method consists of the following two steps: Step 1: The power grid frequency as well as rate of
frequency change is estimated using only local measurements and the model of the transmission
circuit connecting a CIG to the power grid. Step 2: The power grid frequency as well as rate of
frequency change are injected into the inverter controller to initiate supplementary control of the
firing sequence. The supplementary control amounts to predictive control to synchronize the
inverter with the motion of the power grid. Numerical experiments indicate that the supplementary
control synchronizes CIGs with the power grid in a predictive manner, transients between CIGs
and the power grid are minimized. One can deduct that the supplementary controls will minimize
instances of LVRT logic activation.

The application of the proposed method requires an infrastructure that enables dynamic state
estimation at each CIG. The technology exists today to provide the required measurements and at
the required speeds to perform dynamic state estimation. In essence the method provides full state
feedback for the control of the CIGs. While in this project we experimented with one type of
supplementary control, the ability to provide full state feedback via the dynamic state estimation
opens up the ability to use more sophisticated control methodologies. Future work should focus
on utilizing the dynamic state estimation to provide full state feedback and investigate additional



control methods. The methods should be integrated with resource management, for example
managing the available wind energy (in case of a WTS) or the PV energy, especially in cases that
there is some amount of local storage. The dynamic state estimation based protection, should be
integrated in such a system.

Part 1l1: Development of Positive Sequence Converter Models and
Demonstration of Approach on the WECC System

A voltage source representation of the converter-interfaced generation is proposed. The operation
of a voltage source converter serves as a basis for the development of this model wherein the
switching of the semiconductor devices controls the voltage developed on the ac side of the
converter. However, the reference current determines the value of this voltage. With the voltage
source representation, the filter inductance value plays an important role in providing a grounding
connection at the point of coupling. A point on wave simulation served as a basis for the calibration
of the proposed positive sequence model. Simulation of a simple two-machine test system and the
three-machine nine-bus WSCC equivalent system validated the performance of the model with
comparison against the existing boundary current injection models that are presently in use. In the
existing models, the absence of the filter inductance causes significant voltage drops at the terminal
bus upon the occurrence of a contingency and in a large system, it can lead to divergence of the
network solution. It was found that the voltage source representation was a more realistic
representation of the converter and was proposed to be used in all large-scale system studies.

The 2012 WECC 18205 bus system was used as a test system for large-scale system studies.
Initially, converters replaced only the machines in the Arizona and Southern California area and
the response to various system contingencies was analyzed. Carrying this forward, converters
replaced all machines in the system resulting in a 100% converter-interfaced generation set. The
performance of this system was found to be largely satisfactory. With the absence of rotating
machines, a numerical differentiation of the bus voltage angle gave an approximate representation
of the frequency. For the trip of two Palo Verde units, the frequency nadir was well above the
under frequency trip setting of the WECC system and the recovery of the frequency was within 2-
3 seconds enabled by the fast action of the converters. For other contingencies, the voltage
response of the individual units reflected the fast control action with the achievement of steady
state again within 2-3 seconds following the disturbance. Incorporation of overcurrent and
overvoltage protection mechanisms ensured adherence to the converter device limits.

An induction motor drive model was also developed and tested in an independent C code written
to perform a time domain positive sequence simulation. The performance of the nine bus system
with and without induction motor drives was analyzed.
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1. Introduction

1.1  Background

Power systems around the world are seeing consistent increase of converter interfaced generation
(CIG) capacity, which is largely due to increases in renewable energy generation (mainly wind
and PV) connected to power systems through power electronic converters. For example, installed
wind power capacity worldwide increased by a factor of ten between the end of 2000 and the end
of 2010 [1]. Presently, the US capacity of wind farms and PV plants is 72,472 MW and 30,600
MW respectively. Some power companies around the globe have already experienced a
penetration of these systems of more than 50%. This trend will continue for the foreseeable future.

The characteristics of power electronic converters are very different than conventional generation
equipment connected to the power system. Power electronic limitations, CIG control modes, and
decoupled mechanical inertia are differences expected to cause significant impact to the stability
of the power system of the future. Because of strict current carrying capability and intolerance to
abrupt transients of power electronic equipment, fault currents contributed by CIG can be
significantly lower than those contributed by conventional generators. These limitations lead to
fault currents that can be difficult to distinguish from maximum load currents. This makes reliable
and secure protection of the power system difficult to achieve. Additionally, CIG offers control
modes not available to conventional generation and CIG response times are based on electrical
time constants, which are typically much shorter than the mechanical time constants of
conventional generators. CIG control modes, coupled with shorter time constants will likely have
an impact on the voltage response of the power system; if controlled appropriately it can be an
advantage to the power system of the future. Finally, CIG does not couple mechanical inertia to
the power system directly, unlike conventional generation. The mechanical inertia provided to the
power system by conventional generation plays an important role in maintaining system frequency
during disturbances. Since CIG does not have inertia available to help maintain the system
frequency during disturbances, power systems with a high penetration of CIG will likely have to
control frequency by other means and they will have different frequency response characteristics
than conventional power systems.

Stability of power systems with large penetration of CI1Gs will be quite different than conventional
systems. In conventional systems, any disturbance generates synchronizing forces for synchronous
generators that allow the system to remain synchronized for a short time enough for protection
systems to remove the disturbance. In CIG systems this synchronizing force does not exist. In
order to maintain synchronization, new approaches will be needed. A common approach to control
CIG to behave as an inertial system has serious limitations. One common approach to deal with
this problem with small levels of CIG penetration is the requirement of low voltage ride through.
This approach simply shuts down the CIG during a disturbance until the disturbance is removed
and the CIG can start operation again. For larger penetrations, this approach may lead to temporary
collapse of the system and the possibility that the system may not be able to recover.



In summary the trends in power system generation will result in systems with large penetration of
CIGs and will generate problems. Problems that we have not studied well or understood at the
present time.

1.2 Motivation and Objectives

The power system can easily cope with a small amount of converter interfaced generation. In some
areas (locally) the power fed by converters may rise and rapidly reach 100% penetration; these
areas may be remote from classical synchronous machines. In this case, grid behavior might be
different from what it is today. In a far future, it may be a necessity to operate a power grid without
synchronous machines. In this case, we need to investigate the important requirements that need
to be specified now (considering that new units may last more than 40 years), to allow the system
to operate correctly, even if this operation is completely different from today paradigm. This report
provides exploratory research for defining new approaches for stability, protection, balancing
control and voltage/VAr control of systems with high penetration of converter interfaced
generation and evaluating these approaches.

There is an increasing penetration of generating units that are interfaced to the power grid with
power electronic systems. These systems allow non-synchronous operation of the generation, this
being the case of wind farms as an example. Some are completely free of rotating parts, such as
solar PV farms. At the same time, they are connected to a system that operates at almost constant
frequency. We will refer to these systems as Converter Interfaced Generation (CIG). The power
system can easily cope with a small amount of CIG. In some areas (locally) the CIG may rise and
rapidly reach 100% penetration; these areas may be remote from classical synchronous machines.
In this case, grid behavior might be different from what it is today. As the case of high levels of
CIG penetration becomes a possibility (islanding operation, island systems, specific areas, etc.),
the following fundamental question is raised: is it possible to operate a power grid without
synchronous machines? Are there important requirements that need to be specified now
(considering that new units may last more than 40 years), to allow the system to operate correctly,
even if this operation is completely different from today? What level of CIG penetration in terms
of capacity addition can the system reliably handle? Would CIG machines be capable of supporting
voltage/reactive power control and frequency control with the same efficacy as synchronous
generators while their protection is effective in case of faults?

The question that has been raised and studied for years is the question of integration of renewables
(which are CIGs) in the context of power/demand equilibrium taking into account the variability
of weather parameters. But even if production can be fully controlled, how would the grid behave
when only power converters feed it? Is the frequency still relevant when there is no physical link
between load/production and frequency? Is frequency response relevant? What is the meaning and
role of the Area Control Error under these conditions? Reserves? Customer Owned Resources?
Primary frequency control? VVAr control?

These questions regarding the present control paradigm need to be addressed and confronted to
the classical way of operating a power system. New control schemes and/or operational rules may
need to be defined. In addition, present protection schemes are based on a clear separation between
fault currents and normal load currents. CIG limits fault currents to values comparable to load



currents. This presents a huge challenge and renders present protection schemes ineffective. Fault
detection must be revisited. It is necessary that protection must be based on new principles.

It is clear that the protection and control paradigm should be quite different for the following two
power systems: (a) one based on 100% synchronous machine generation, and (b) one based on
100% converter interfaced generation. The reality is that we are witnessing a transition from (a) to
(b). In the near future we have to deal with a hybrid system that is closer to (a) but slowly moving
to (b). The transition will be quite challenging. The stability, protection and control of the system
need to be ensured in all cases.

One present approach to deal with some of these issues is focused on providing controls to the
converter interfaces to make C1G-based systems behave as synchronous machines with inertia and
some frequency response. This approach has limitations as during transients the converters have
to limit the transient currents to no more than approximately 170% for a short duration (typically
one or two cycles), and decrease this value to typical values of 110% as time evolves. This is to be
compared with synchronous machines that can provide transient currents in the order of 500 to
1000% for short times and sustain it for longer period of times (tens of cycles) than converter
interfaced systems. The high transient currents in synchronous machines provide strong
synchronizing torques. In CIG systems the synchronizing torque concept may be irrelevant. In
fact, the true need is to have at least the same level of stability for power systems than before but
with less or without synchronous machine generation. The “inertia” is not a need but only a
physical characteristic of historical generators. A power system mostly based on CIG could
probably be controlled to be as stable as the “historical” generators.

The conventional power system powered by a synchronous generator has following characteristics:
First, a synchronous generator has a mechanic torque input to its shaft. The synchronous generator
generates electricity from the mechanical torque input. Thus, the primary control (speed governor)
can maintain load/generation balance by controlling the frequency of the synchronous generator.
Second, a synchronous generator has high moment of inertia. Thus, the frequency and voltage
angle changes/oscillations of the conventional power system are small and slow. Thus, the
synchronous generator can inherently ensure the transient stability of the power system and
provide high transient currents that generate synchronizing torques that keep the synchronous
generator in synchronism with the power system.

Compared to the conventional power system, a power system with the high penetration of CIGs
will have following problems. First, there is no mechanical torque input to the DC link of a grid-
side converter. As a result, the control of converter output frequency is irrelevant to load/generation
balancing. Consequently, the area control error (ACE) cannot provide meaningful control
information to the load/generation balancing of a power system with the high penetration of CIGs.
Also, Frequency Response (f) is an irrelevant mathematical expression for the frequency
stabilization of a power system with the high penetration of CIGs after a disturbance. Second, CIG
does not have inertia. As a result, the frequency and voltage-angle changes of a power system with
the high penetration of CIGs are fast and large and its transient current is limited. Consequently,
the fault sequence and transient stability of the convention power system cannot directly be applied
to a power system with the high penetration of CIGs.



We conclude that the stability analysis, autonomous controls, and protection strategies of the
current power system cannot guarantee the transient stability, control and protection of a power
system with the high penetration of CIGs. In other words, the operation of constraints of converters
may exceed to the points of damaging the converters or causing the shutdown of CIGs unless new
controls and protection strategies are developed for a power system with the high penetration of
ClGs.

The objective of this study is to investigate these new challenges and identify new approaches to
cope with these problems. The report provides an overview and describes new approaches that
exhibit promise towards providing a robust solution to these issues. The report describes:

e The transformation of the available fault currents as the system shifts from 100%
synchronous generation to 100% CIG.
e The challenges encountered in stabilizing all the CIG in a system with high penetration
levels
e A proposed supplementary predictive converter control that can ensure the stability,
control, and protection of a power system with high penetration of converter-interfaced
generations (CIGs). This method is based upon a number of core technologies:
o Feedback of frequency and rate of frequency change at local and remote sites.
o High-fidelity digital signal processing (DSP)-based control information
calculation.
o High-fidelity modeling-based computer simulation studies.
o Development of a new controller with sluggish frequency control.

The findings from above investigations are described in this report.

1.3 Organization of the Report

The report is organized as follows. Chapter 1 provides background on the electric power grid and
sets up the motivation and objectives of the project. Chapter 2 provides a brief literature survey. It
is recognized that there is a plethora of work addressing generation adequacy issues of renewables,
which are mainly CIGs, but very limited information and studies on the protection, control and
synchronization challenges for high penetration levels of renewables. Chapters 3 and 4 provide a
description of the core technologies proposed to address issues of protection, control and
synchronization of CIGs. Specifically, Chapter 3 presents the dynamic state estimator and Chapter
4 describes supplementary inverter controls using full state feedback from the dynamic state
estimator. Chapter 5 presents numerical experiments that demonstrate the effectiveness of the
proposed methods to synchronize and stabilize CI1Gs with the power grid during disturbance and
oscillations. Finally, Chapter 6 provides a summary and identifies additional research issues to be
pursued as a continuation of this project.

The report includes a number of Appendices that provide additional details of the methodologies
used and the modeling approaches.



2. Literature Review

This section presents a literature review of the current technologies and known problems for
electric power systems highly penetrated by renewable electricity generations. The literature is
rich in methods and systems for controlling and interfacing CIGs to a stable power grid. The
literature is also rich in addressing the issues of generation adequacy as more and more renewables
are interconnected to the power grid. On the other hand, there is lack of work to address protection,
control and stabilization issues created by high penetration levels of CIGs.

The conventional power system powered by synchronous generators has the following
characteristics. (a) synchronous generators are driven by mechanical torque, so the control of the
speed governor can maintain load/generation balance by controlling the frequency of the
synchronous generator; (b) synchronous generators have high moment of inertia, so the oscillations
of frequency and phase angle are small and slow, and transient stability of the power system can
be ensured. These characteristics are absent in CIGs. In conventional systems, frequency constancy
means generation/load balance. In systems with 100% CIGs this concept does not exist.

Compared to the conventional power system, a power system with high penetration of CIGs will
confront the following challenges. (a) There exists no mechanical torque input to the DC link of a
grid side converter, thus the control of the converter output frequency is irrelevant to
load/generation balancing [2-3]. Traditional control schemes, such as area control error (ACE)
become meaningless in systems with 100% CIGs. (b) CIGs do not have inertia [4-5], thus the
frequency and phase angle may oscillate quickly after disturbances and in this case the operational
constraints of the inverters may be exceeded to the point of damaging the inverters or causing the
shutdown of the inverters. Inverters can be protected with Low Voltage Ride Through (LVRT)
function. However, in a system with high penetration of CIGs, the LVRT function practically
removes a large percentage of generation for a short time (typically 0.15 to 0.2 seconds). It is not
clear whether the system will gracefully recover from such an event.

One existing approach to deal with these issues is to control the converter interface such that the
CIG systems behave similarly as synchronous machines with frequency responses and inertia [6-
7]. However, this approach is not as good as expected because it is practically impossible to
achieve high synchronizing torques due to current limitations of the inverter power electronics.
For traditional power systems, synchronous machines can provide transient currents in the order
of 500% to 1000% of load currents. On the contrary, the converters have to limit the transient
currents to no more than approximately 170% of load currents for one or two cycles and further
decrease this value as time evolves [8]. Consequently, the CIGs’ imitation of synchronous
machines is not quite effective.



3. Proposed Technologies — Dynamic State Estimator

The basic technology for protection, control and operation is a dynamic state estimator that
provides feedback to the system relays and controllers at high speeds. The dynamic state estimator
that we developed provides the state feedback at rates of several thousand per second with time
latencies of just a few hundreds of microseconds. The method also provides the best estimate of
the frequency as well as rate of frequency change at the system (remote) side with local
measurements only. Of course if telemetered data exists they can be utilized. The estimated
frequency and the rate of frequency change are used to provide feedback to inverter controls. In
this section we describe the method and in subsequent sections we use the dynamic state estimator
for the applications.
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Figure 3-1: Overall Approach for Protection, Control and Operation of a CIG

The overall approach is shown in Figure 3-1. The figure shows a CIG, a wind turbine system in
this case, the instrumentation for collecting data, the sampled data are collected at a process bus
where the dynamic state estimation is connected to. The best estimate of the system state is utilized
to provide supplementary controls to the inverters and also rectifier and/or control the storage if
available. The overall scheme relies on the basic technology of the dynamic state estimator which
is described next.



The Dynamic State Estimation (DSE) method requires the dynamic model of the system, the
measurement models and a dynamic state estimation process. These constituent parts of the
method are described next. For maximum flexibility an object oriented approach has been
developed. Specifically, each device model and measurement model is a mathematical object of a
specific syntax. The specific syntax is in the form of a quadratic model. Any device or
measurement can be cast in this form by quadratization. The quadratization procedure is a simple
procedure which introduces additional state variables to reduce nonlinearities higher than order 2
into no higher than order 2. Because most power system components are linear, the quadratization
process is used for only a small number of components. The dynamic state estimator operates
directly on the mathematical objects.

Device and Measurement Quadratized Model: The dynamic model of the component of interest
describes all the physical laws that the component should satisfy, which usually consists of several
algebraic/differential equations. In general, dynamic models of different kinds of components can
be written with the same device Quadratized Dynamic Model (QDM) as shown in equation 3-1,
where all the nonlinearities are reduced to no more than second order by introducing additional
variables if necessary. The measurement QDM is obtained after selecting specific rows of
equations corresponding to the available measurements. The QDM syntax is as follows:

Device QDM:
i(t) = quxlx(t) + quulu(t) + Deqxdl ? + Ceqcl
0=Y,,X(t) + Y, U(t) + Dy ?wm (Eq. 3-1)
0=Y,,X(t) + Y, u(t) + 4 X(1)" <F;;XX3>x(t) +u(t)" <Fe.iquu3>u(t) +u(t)" <F;LUX3>x(t) +C s
Measurements QDM: | | |
200 =Yy O Yy e, S (o 10
(Eq. 3-2)

U (Pl JUE) £+ UQT (Fin ) XE) p + Co

where i(t) is the through variables (terminal currents); x(t) is the state variables, z(t) is the
measurements, and others are parameter matrices and vectors of the interested component.

Subsequently, the quadratized dynamic model is integrated using the quadratic method. This
method is provided in Appendix A. The result of the integration is that the differential equations



are converted into algebraic equations, yielding the device and measurement model in the State
and Control Algebraic Quadratic Companion Form (SCAQCF). The SCAQCF syntax for the
device and measurement models is provided below.

Device SCAQCF
i(t)
0
0
i(t,)
0
0

B,, =N X(t—h)—N

egx equ equx

= YigX Yo U+ X (R - uT (R Ju o " (P ) X = By (Eq. 3-3)

u(t—h)—M_itt—h)— K,

equ
Measurement SCAQCF

z=h(xX)=Y, X+<X"F! xt+Y_ u+<U"F! ur+{u'F! x:+C_
’ m ' m " (Eq. 3-4)

C, =N, X{t—h)+N, ut—h)+M_it—h)+K,

Appendices B and C provide examples of quadratized model relevant to this work. For example,
Appendix B provides the dynamic model of a transmission line and Appendix C provides the
dynamic model of an inverter. It should be understood this modeling approach applies to all model
of the system.

The states are estimated using a dynamic state estimator. Three dynamic state estimators have been
used: (a) weighed least squares approach, (b) constraint weighted least squares approach and (c)
extended Kalman filter. We describe below the weighed least squares approach. The best estimate
of the states is obtained with the following iterative algorithm:

X(t,t,) " = x(tt,)" —(H'WH) "H'W (h(x(t.t,)"))
where w :diag{---,l/o-iz,~~-} ,o; 1s the standard deviation of the measurement error, and H =ah(x)/ éx
is the Jacobean matrix:

3.1 Dynamic State Estimator (DSE) with Local Information Only

To illustrate the dynamic state estimator, we present a simple application case for one transmission
line using only local (one side) information. The system is illustrated in Figure 3-2. Note that the
system consists of a wind turbine system, a rectifier/inverter system, a step-up transformer and a
transmission line that connect the WTS to the power grid. The objective of the dynamic state
estimator in this case is to estimate three-phase voltages and currents, frequency, and rate of



frequency change at both local and remote side of the line. To achieve this goal the dynamic state
estimation presented earlier is used.

Local Remote .

—> WTS Side Side e
> LfE-f8H) -tz
_>

£
I DSE

Figure 3-2: Dynamic State Estimator with Local Measurement Only

The dynamic state estimation in this case, provides the best estimate of the three phase voltages at
the two ends of the line. At each execution of the method, two consecutive samples of the three
phase voltages and currents (measurements) at one end of the line are used as shown in Figure 3-
3. The estimated states are the three-phase voltages at both ends of the line. From the estimated
states of the transmission line, all the information at both local and remote side are calculated,
including three phase currents as well as frequency and rate of frequency change.

The implementation of the dynamic state estimation in this case requires that the six measurements
be expressed as functions of the state. The state in this case is defined as the three phase voltages
at the two ends of the line. For this purpose, the dynamic model of the line must be developed and
then used to define the dynamic model of the measurements. The detailed derivation of the line
model is given in Appendix B including the model of the measurements. Here we present a
summary and the resulting dynamic measurement model. For accuracy, the line is segmented into
a number of sections, as shown in Figure 3-4. The selected number of sections depends on the
sampling rate and the total length of the line. The model of each section is shown in Figure 3-5.
To simplify the drawings, mutual impedances, both inductive and capacitive, are not shown.
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___________t_
t—At

Figure 3-3: Dynamic State Estimation Operating on Two Consecutive Sets of Measurements
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Figure 3-4: Multi-Section Transmission Line Model
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Figure 3-5: Single-Section Three-Phase Transmission Line Model

The mathematical model of each section is provided in matrix form below. This is a linear model
and there is no need to quadratize it. Therefore, this is the QDM of the transmission line.

Using above measurement models, the algorithm discussed earlier is applied to provide the best
estimate of the line state. It should be noted that the number of total measurements, actual and
virtual is greater than the states to be estimated.

The output of the dynamic state estimator is the sampled voltage and current values at both ends
of the line. From the samples, one can compute the frequency and rate of frequency change. For
this purpose, a digital signal processing model was developed and it is described in section 3.2 and
in Appendix D.

It has been mentioned that all models in the system have been developed in the same form, i.e. the
QDM and the SCAQCF. While we do not present all the developed models, we present the inverter
model because it is a rather complex model. The presentation of this model is given in section 3.3
and in Appendix C.
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3.2  Digital Signal Processor (DSP)

This section presents the digital signal processor (DSP). The DSP receives the following
instantaneous inputs Van, Vin, Ven, la, Ib, Ic, and Vpc (three phase voltages and currents of the
inverter and the DC voltage). The inputs are sampled data of these quantities. The DSP then
calculates the following outputs:

. positive sequence voltage, computed from the three phase voltages

] ._‘<1

.- positive sequence current, computed from the three phase currents

P : total real power, computed from the three phase voltages and currents
Q: total reactive power, computed from the three phase voltages and currents
fS

. average frequency, computed from the three phase voltages and currents

ZX : zero crossing time of the positive sequence voltage
df,
dt
V.. : average DC voltage, computed from DC voltage

. rate of change of frequency, computed from the three phase voltages and currents

This functional structure of the DSP is shown in Figure 3-6.

vV, — —V,
Vbn > Il

_>P
V. —

cn

|, — Digital Signal Processor

Figure 3-6: Block Diagram of the Digital Signal Processor
The detailed description of this model is provided in Appendix C.

3.3 Physically-Based Inverter Modeling

This section summarizes the inverter dynamic model. The derivation of this model is given in
Appendix D. There are many inverter designs. Here we present a two-level pulse width modulation
inverter. We present first the dynamical equations of the inverter model. Subsequently, the
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dynamical model is integrated using the quadratic integration method. This method is presented in
Appendix A. After the quadratic integration, the state and control algebraic companion form of the
inverter (SCAQCF) is obtained.

A three-phase ac to dc, two-level PWM pulse width modulated inverter is shown in Figure 3-6.
The inverter consists of six power electronic valves and a DC-side capacitor.

The six valves form sets of complementary valve pairs, one for each phase. Using phase A as an
example, the complementary valve-model pair is SWA H Valve and SWA L Valve. A
switching signal generator injects three switching signals to the three upper valve models of the
inverter model. The other valves are switched by the signal circuits indicated in the figure. Each
valve consists of IGBT parasite conductance and parasite capacitance, IGBT on/off conductance,
a snubber circuit, an anti-parallel diode, and a current limiting circuit as shown in Figure 3-7 and
3-8.
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Figure 3-7: Three-Phase Two-Level PWM Inverter Model

12



Va(t), ia(t)

IGBT-Conductance Determination l States: Input:
If (Us(t) == 1), Gs= Gson r Vl(t) 7 [US (t)]

If (Us(t) == 0), Gs = Gsorr GSB% F
(

Anti-Parallel-Diode-Conductance Determination
+US(t) —1 G s/ 7

If (Ver(t)> 0), Gp= Gporr
If ( ch(t) < 0), GD= GDON VCSB(I) CSB::

T

Va(1), z(t)

Figure 3-8: Single Valve Model

For each one of the valve states, the dynamic model of the valve has been developed and they are given
in Appendix D. The models are integrated to provide the SCAQCF model for each individual valve. By
combining the valve models, the overall inverter model is obtained.

Note that this model explicitly models the valve operating conditions. Based on the switching signals
or the voltages across the valves, the valve operating condition is determined. This model can capture
whether a valve may mis-operate (mis-fire) because of transients. This is a necessary requirement for a
realistic assessment of the performance of the system under the proposed control schemes.
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4. Proposed Technologies — Supplementary Predictive Inverter Control

This section presents a methodology for synchronization of CIGs during frequency swings or
disturbances in the system. During these events the frequency if the system oscillates as well the
voltage may experience transients. These transients may cause mis-firings of the inverter power
electronics and may jeopardize the synchronization of the inverter with the system. We propose
supplementary controls of the inverters to anticipate the movement of the system and synchronize
with the transients of the system. The feedback is provided by the dynamic state estimator
discussed in the previous section.

4.1  DSE Enabled Supplementary Predictive Inverter Control

The supplementary predictive inverter control (in P-Q mode or in P-V mode) is achieved by
injection appropriate signals to modulate the switching-signal generator of the inverter. The
supplementary predictive inverter control consists of frequency modulation, modulation index,
phase angle modulation controls as shown in Figure 4-1. This additional control scheme supervises
the inverter controller and guarantees synchronization and stability of the inverter against the
power grid.
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Figure 4-1: Block Diagram of the Supplementary Predictive Inverter Control (P-Q Mode)

The supplementary control scheme injects two signals into the inverter controller, as shown in
Figure 4-1. One signal is the target frequency for the operation of the inverter and the other signal
is the target phase angle of the inverter. Both of these signals are computed from the output of the
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dynamic state estimator. The frequency signal causes a compression or expansion in time of the
switching signal generated by the inverter controller while the phase angle signal cause a
translation in time of the switching sequences generated by the inverter. Both the
compression/expansion and translation in time are applied smoothly causing a gradual shifting

towards the operation of the inverter at the target values. The details of the controls are provided
next.

4.2  Frequency-Modulation Control

In this section, we present the frequency-modulation control. We first need to predict the rates of
phase-angle changes of each CIG system for both the local and the remote sides, as follows:

t., =t +h (Eq. 4-1)
Aé‘local(tkﬂ): 27[ ( fIocal( ) h + 1 dflLl() ) hzj (Eq 4'2)
2 dt

1 dfremote( ) 2
Aé‘remote(thrl) =27 fremote(tk ) h+ 2 T -h (Eq 4'3)

Then, we implement a closed-loop feedforward control to generate frequency-modulation control
command as follows: The frequency-modulation control with respect to the one-step forward-

predicted rates of phase angle changes of two CIG systems (feedforward control) is summarized
as follows:

X(k+1) (Aéremote( ) Aé‘local( )) <A5remote( k+1) Aé‘Iocal< k+1) A5remote( )+A5Iocal( ))h (Eq 4'4)

; K 1
X (tk+1) =——FLX (tk+1)+ Upy (tk+1) (Eq. 4-5)
Korm PFM
fcntrl(tk+1) = fIocal(tk )+ U M (tk+1) (Eq 4'6)

4.3 Modulation-Index and Phase-Angle Modulation Control
In this section, we present the modulation-index and phase-angle modulation controls using real-

and reactive-power references and real- and reactive-power measurements from a digital-signal-
processing (DSP) unit. We provide the modulation parameter for the P-Q control.
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a. By sending/receiving more reactive power to a power system, we can increase/decrease the
voltage of a power system as described in equation 4-7. Furthermore, we can directly control
the voltage of a converter-interfaced power system by controlling the modulation index m of
the sinusoidal pulse width modulation (SPWM) of the switching-signal generator on behalf of
the inverter control. Therefore, we can control the flow of the reactive power between the
inverter and the power system by controlling the modulation index. Using the relation between
the modulation index and flow of reactive power, we develop the proportional and integral (PI)
control-based reactive-power control as follows:

Q- X +V, ...

remote
-008(6),00 — 6

remote )

V (Eq. 4-7)

local —
V

remote ocal —

X (tk+l) = (Qref (tk+1 ) N Qm (tk )) + (Qref (tk+1)_ Qm (tk+1)_ Qref (tk )"‘ Qm (tk )) al (Eq. 4-8)

. K 1
X (tk+1) = _Ki X (tk+1)+ Mg (tk+1) (Eq. 4-9)
PQ PQ
0.0<m,,(t.,)<1.0 (Eq. 4-10)

b. By controlling the phase angle of the SPWM of the switching-signal generator, we can adjust
the phase-angle difference between an inverter and the power system. Therefore, we can
control the flow of the real power between an inverter and the power system by controlling the
phase angle 6,,,, of the SPWM as summarized in equation 4-11. For example, by defining the

sinusoidal-reference signal of the phase A of the SPWM as expressed in equation 4-12, we can
increase injection of real power to the power grid by increasing the phase angle, and vice versa.
Using the relation between the phase angle of the SPWM and flow of the real power, we
develop the proportional and integral (PI) real-power control. The real power reference is
determined by the Vpc/P droop control.

\Y

local

o

remote )

sin(6,
XS

remote ocal —

Vv

P (Eq. 4-11)

Sref _A(tk ) = m(tk ) COS(ZE ) fcntrl (tk ) tk + ecntrl (tk )) (EQ- 4'12)
Pres (tk+1) = Pser + k(\/DC_m (tk )_VDC_Set) (Eq. 4-13)
X (tk+1) = (Pref (tk+1)_ I:)m (tk ))+ (Pref (tk+1)_ I:)m (tk+1)_ Pref (tk )+ Pm (tk )) h (Eq. 4-14)
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; K 1
X (tk+1) == K =X (tk+1)+ K ecntrl(tkﬂ) (Eq. 4-15)
PP PP
_% < acntrl(tk+1) < % (Eq. 4-16)

The above referenced target parameters are translated into switching sequence modulation control
as described next.

4.4  Switching-Sequence Modulation Control

In this section, we present the switching-sequence modulation control that generates and controls
switching sequences for the three upper switches of the inverter by using the three control

commands, f_.(t.,), Mu(t.,), and 6,.,(t..,) obtained from the previous sections. First, we

calculate the initial-operation time for the switching-sequence modulation control using the zero-
crossing time as follows:

% + GVl(tO)
te =ty (o) + 27rf—(t) (Eq. 4-17)
local\*0
t =t,+k-h (Eq. 4-18)

Then, we generate base sinusoidal reference signals for the SPWM of the switching-signal
generator based on the base frequency, 60 Hz, as follows:

Sref_A_base(tk ) = m(t ) COS(Zﬂ fbase ) (Eq 4'19)
2r
Sref _B_base(tk ) = (t ) COS(Z” fbase - ?j (Eq 4-20)
Ar
Sref_C_base(tk ) = m(t ) COS[Z” fbase - ?] (Eq 4-21)

Three-phase base switching sequences for a period expressed in the following equations are based
on the base frequency, 60 Hz, and 1260 Hz of switching frequency. Figures 4-2, 4-3, and 4-4 show
the three-phase base switching sequences for a full period.
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SWA_UPbase:{th’ bar Toar o T3gar l4as t4la} (Eq.4-22)
SWB_UPpase =ttop, s tarr v tags taops tam) (Eq. 4-23)

SWC_UPbase:{tOcv tie, toe, o lages tages t41c} (Eq 4'24)

A. Phase-A-Base Switching Sequence
Negative Edge:
[

toifa ==+ fN(fS : %,1.0} i=012,..,20 (Eq. 4-25)

fS S

fy(@,b, c)=solve(c-cos(2z- f,-t)=2-a-(t—b)t) i=0,12,...,20 (Eq.4-26)
Positive Edge:

S fS

g = + f,{fs L 1.0} i=0,1,2,...,20 (Eq. 4-27)

fo(a b, c)= Solve[c.cos(Zﬁ. fbase.t):—z.a.[t—b-éj, tJ, i=0,12,...,20 (Eq. 4-28)

B. Phase-B-Base Switching Sequence

Negative Edge:

[ i 1 .
toi =— + Tyl fo,— , 1.0, 1=0,12,...,20 . 4-
(2i) o + N( S o +3. fooe ] (Eq. 4-29)
Positive Edge:
t(2i+1)b=L+ fp fS,L+ 1 ,10), i=0,12,...,20 (Eq. 4-30)
fS fS * Tbase
C. Phase-C- Base Switching Sequence
Negative Edge:
[ i 2 :
tone =—+ fyl fg,— , 1.0, 1=0,12,...,20 . 4-
(il fS ’ N[ ° fS ’ 3 fbase J ) (Eq ) 31)

Positive Edge:
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i i 2 .
tois)e ==+ fp(fs,—+—,1.oj, i=0,12,...,20 (Eq. 4-32)
fS fS 3 fbase
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Figure 4-2: Base Switching Sequence of the Phase A
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Figure 4-3: Base Switching Sequence of the Phase B
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Figure 4-4: Base Switching Sequence of the Phase C

By modulating the above base switching sequences with the supplementary predictive inverter
control, the proposed switching-signal generator can control real- and reactive-power flows of the
system as follows:

SWA_UP ={dtgs, Otz Claay - Clagas Clagas Claaf (Eq. 4-33)
SWB_UP ={cty,, Cly, Cly, ..., Clag, Clygp, Clyp) (Eq. 4-34)
SWC—UPZ{CtOC’ Clie, Clyey oy Clyge, Clages Ct41c} (Eq. 4-35)

. Phase-A-Modulated Switching Sequence

Negative Edge:

1 1
+t(2i)a “Mentrr + f_ - f
base entrl

[
Ctroy. = cntrl
(@) 27 - 1:cntrl

j, i=012,...,20 (Eq. 4-36)

Positive Edge:
o
Ctzii1)a = Ot (2'+l)a+[ t 1 J i=0,1,2,...,20 (Eq. 4-37)

27 - 1:cntrl Mentri fbase fcntrl

. Phase-B-Modulated Switching Sequence

Negative Edge:
6

cntrl

1 1
+t(2i)b “Mepn +| —— —

ct 2ib =5 ¢
) 2r - fcntrl fbase fcntrl

], i=0,12,...,20 (Eq. 4-38)

Positive Edge:
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i = Oentr +t(2”1)b+( rt 1 J i=0,1,2,...,20 (Eq. 4-39)

2r - fcntrl Mentrl fbase fcntrl

C. Phase-C-Modulated Switching Sequence

Negative Edge:

o 1 1
Ctioie = — 4ty - Moy +| —— —
(ZI)C 27 - 1:cntrl (ZI)C el 1:base fcntrl

J, i=0,12,..,20 (Eq. 4-40)

Positive Edge:

iy, = Oenr +t(2i+1)c+ t 1
(@it 27 - fcntrl Mentrl

J, i=012..20 (Eq. 4-41)

fbase fcn'[rl

Figures 4-5, 4-6, and 4-7 show the three-phase modulated switching sequences for a full period.
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5. Simulation Results

In this section we present numerical experiments with the proposed methods to quantify the
performance of the proposed methods.

We present first results of the dynamic state estimator. The numerical experiments have been so
designed as to assess the accuracy by which the dynamic state estimator can determine frequency
and rate of change of frequency of the power grid while it uses local measurements at the inverter
location. The results indicate that the accuracy of the dynamic stat estimator is excellent.

We also present results that quantify the performance of the supplementary inverter controls. The
results indicate that the supplementary inverter controls synchronize the inverter against an
oscillatory power grid and eliminates valve mis-firing during transient periods.

5.1  Performance Evaluation of the Dynamic State Estimator (DSE)

This simulation study evaluates the performance of estimating the frequency and rate of frequency
change locally at the inverter as well as at the system with only local measurements. The simulation
system is provided in Figure 5-1. It consists of a wind turbine system (WTS) which operates at a
speed corresponding at 50 Hz. The WTS is connected to a 34.5kV transmission line via two
converters and a 690V:34.5kV transformer. On the other side, the power grid is assumed to have
a generator that oscillates in such a way that the frequency varies as follows: 60 £ 0.1 Hz. The
source is connected to the power grid via a step up transformer and the 1.5-mile-long line.

5ih:, 2.5MVA 690V:34.5kV Local Remote 34.5kV:115kV
E | Side Side
—>+ ZF T ZF —3‘2 i | i
g I wrs
B 5MW

60hz + 0.1hz,
SOMVA 1.5 miles

15kV:115kV 20MW

Figure 5-1: Simulation System for Frequency Estimation

One of the objectives of the dynamic state estimator is to provide the best estimate of the frequency
and the rate of frequency change at the local (inverter location) and remote side (34.5kV/115kV
transformer). Numerical experiments have been performed with different lengths of lines.
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Figure 5-2 shows the results of the frequency and rate of frequency change, at the local side
(inverter side) of the 34.5kV transmission line. The line is 1.5 miles-long. The first two channels
show instantaneous values of three phase measured and DSE estimated voltages. The third and
fourth channel shows the actual and estimated frequency and the forth channel shows the error
(difference). We observe that the maximum absolute error is quite small (18.87 uHz). The fifth
channel shows the actual and estimated rate of frequency change and the sixth channel shows the
error (difference). The error of the estimated rate of frequency change is very small (0.124 mHz/s).
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Figure 5-2: Simulation Results, 1.5-Mile Line, Local Side
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Figure 5-3 shows the results of the frequency and rate of frequency change, at the remote side of
the 34.5kV transmission line. The line is 1.5 miles-long. The first two channels show instantaneous
values of three phase measured and DSE estimated voltages. The third and fourth channel shows
the actual and estimated frequency and the forth channel shows the error (difference). We observe
that the maximum absolute error is quite small (0.177 mHz). The fifth channel shows the actual
and estimated rate of frequency change and the sixth channel shows the error (difference). The
error of the estimated rate of frequency change is very small (1.144 mHz/s).
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Figure 5-3: Simulation Results, 1.5-Mile Line, Remote Side
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Figure 5-4 shows the results of the frequency and rate of frequency change, at the local side
(inverter side) of the 34.5kV transmission line. The line is 2.5 miles-long. The first two channels
show instantaneous values of three phase measured and DSE estimated voltages. The third and
fourth channel shows the actual and estimated frequency and the forth channel shows the error
(difference). We observe that the maximum absolute error is quite small (20.05 pHz). The fifth
channel shows the actual and estimated rate of frequency change and the sixth channel shows the
error (difference). The error of the estimated rate of frequency change is very small (0.128 mHz/s).
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Figure 5-4: Simulation Results, 2.5-Mile Line, Local Side

28



Figure 5-5 shows the results of the frequency and rate of frequency change, at the remote side of
the 34.5kV transmission line. The line is 2.5 miles-long. The first two channels show instantaneous
values of three phase measured and DSE estimated voltages. The third and fourth channel shows
the actual and estimated frequency and the forth channel shows the error (difference). We observe
that the maximum absolute error is quite small (0.282 mHz). The fifth channel shows the actual
and estimated rate of frequency change and the sixth channel shows the error (difference). The
error of the estimated rate of frequency change is very small (1.906 mHz/s).

Actual_Voltage_PhaseA_Side2 (V),

Actual_Voltage_PhaseB_Side2 (V)

/Actual_Voltage PhaseC_Side2 (V)
AMAAANNANAANAAAAANAANAA

-27.79 kV
27.79 kV

-27.79 kV

60.09 Hz — Actual_Freq_Side2 (Hz)
—| Estimated_Freq_Side2 (Hz)
—

59.97 Hz

0.282 mHz — Freq_Error_Side2 (Hz)
_ O V)
_’,_.—-—/f’_n’_/

-94.64 uHz

0.589 Hz/s ——Actual_dfdt_Side2 (Hz/s)
~| Estimated_dfdt_Side2 (Hz/s)

-0.588 Hz/s

1.689 mHz/s ——FError_dfdt_Side2 (Hz/s)

-1.906 mHz/s — : : : , , : |

0.600 s 1.101s

Figure 5-5: Simulation Results, 2.5-Mile-Line, Remote Side
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Figure 5-6 shows the results of the frequency and rate of frequency change, at the local side
(inverter side) of the 34.5kV transmission line. The line is 4.0 miles-long. The first two channels
show instantaneous values of three phase measured and DSE estimated voltages. The third and
fourth channel shows the actual and estimated frequency and the forth channel shows the error
(difference). We observe that the maximum absolute error is quite small (18.53 pHz). The fifth
channel shows the actual and estimated rate of frequency change and the sixth channel shows the
error (difference). The error of the estimated rate of frequency change is very small (0.135 mHz/s).
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Figure 5-6: Simulation Results, 4-Mile Line, Local Side
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Figure 5-7 shows the results of the frequency and rate of frequency change, at the remote side of
the 34.5kV transmission line. The line is 4.0 miles-long. The first two channels show instantaneous
values of three phase measured and DSE estimated voltages. The third and fourth channel shows
the actual and estimated frequency and the forth channel shows the error (difference). We observe
that the maximum absolute error is quite small (0.451 mHz). The fifth channel shows the actual
and estimated rate of frequency change and the sixth channel shows the error (difference). The
error of the estimated rate of frequency change is very small (2.896 mHz/s).
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Figure 5-7: Simulation Results, 4-Mile Line, Remote Side
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All results are summarized in the Tables 5-1 and 5-2. The frequency varies from 59.98~60.09 Hz,
and the rate of frequency change varies from -0.6 ~ 0.6 Hz/s. From the two tables below, the
maximum absolute error is within 0.001% for frequency and 0.5% for rate of frequency change.
We can conclude that the proposed method can accurately estimate the local and remote side
frequency as well as rate of frequency change with local information only.

Table 5-1: Results of Side 1

Case Number Line length Frequency Error dFreq/dt error
1 1.5 miles -1.887X10° ~ 1.827x10° Hz -1.24x10* ~ -2.602x10° Hz/s
2 2.5 miles -2.005x10° ~ 1.807x10° Hz -1.28x10* ~ 9.340x10° Hz/s
3 4 miles -1.853x10° ~ 1.803x10° Hz -1.35x10* ~ 4.507x10°° Hz/s

Table 5-2: Results of Side 2

Case Number Line length Frequency Error dFreq/dt error
1 1.5 miles -6.513x10° ~ 1.77x10* Hz -1.144x107 ~ 1.049x10° Hz/s
2 2.5 miles -9.464x10° ~ 2.82x10* Hz -1.906x10 ~ 1.689x10° Hz/s
3 4 miles -1.29x10* ~ 4.51x10* Hz -2.896x10° ~ 2.751x10°° Hz/s
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5.2 Performance Evaluation of the Supplementary Predictive Inverter Control Enabled
by Dynamic State Estimator (DSE)

Numerical experiments were carried out to evaluate the performance of the supplementary
predictive inverter control. For each numerical experiment two scenarios were investigated:
scenario 1: the proposed supplementary control is disabled and scenario 2: the proposed
supplementary control is enabled while keeping the system conditions the same (same set of
disturbances).

The numerical experiments were performed using the test system of Figure 5-8. The system
consists of a type 4 wind turbine system connected to a step up transformer, a 35 kV transmission
circuit, connecting to a collector substation. Part of the power grid beyond the collector substation
is shown in Figure 5-8. A number of key components of this system are listed in Table 5-3.
Numerical experiments with this system, by enabling the supplementary inverter control indicate
that the proposed control practically eliminates valve mis-operations in the inverter when
disturbances occur in the system. We present two example cases in the following subsections.

I
I
@\ Switching- S|gnaIGeneranr }
I
\

Figure 5-8: Test Bed for the Supplementary Predictive Inverter Control
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Table 5-3: List of the Components of the Test Bed

Index Component
1 Variable-Speed Wind Turbine (0.690 kV / 2.5 MVA)
2 Wind Turbine-Side Converter (0.690 kV / 2.5 MVA)
3 Grid-Side Inverter (0.690 kV / 2.5 MVA)
4 Wind Turbine-Side Converter Controller
5 Grid-Side Inverter Controller
6 Digital Signal Processor (DSP) for Wind Turbine-Side Converter Control
7 DSPs for Grid-Side Inverter Control
8 Dynamic State Estimator (DSE)
9 L-C Filter
10 Delta-Wye Transformer (0.670 kV / 34.5 kV)
11 1.5-Mile Transmission Line (34.5 kV)
12 Wye-Wye Transformer (34.5 kV /115 kV)
13 Three-Phase Load (34.5 kV /5 MVA)
14 1.5-Mile Transmission Line (115 kV)
15 Three-Phase Load (115 kV /20 MVA)
16 Wye-Delta Transformer (115 kV / 15 kV)
17 Variable-Frequency Three-Phase Equivalent VVoltage Source (15 kV / 80 MVA)
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5.2.1 Case 1: WTS Performance Without Proposed Control Strategy

The system of Figure 5-8 was simulated under the following event: first, the grid-side inverter
operates under its own controller. The wind power results in rotor speed corresponding to 50 Hz
and the wind has a 10% variability. The power grid experiences an oscillation. At the remote
generator, the frequency oscillation is 60Hz + 0.1sin(2 - t)Hz. The grid-side inverter control is set

to operate at 2 MW/0.8 kVpc and 0.5 MVar (P-Q control). Any power imbalances in the system
are absorbed by the conventional generation.

Simulation results are shown in Figure 5-9 over a period of 4 seconds. The first two traces show
the voltages and currents at the output of the inverter. Traces 3 and 4 show the real and reactive
power output of the inverter. Note the variability caused by the oscillating conditions of the power
grid. Traces 5 show the local and remote phase angles of the phase A voltage at these locations.
Traces 6 show the local and remote frequency. Note a small oscillation of frequency across the
connecting transmission line. The last trace shows the dc voltage at the inverter input. The
transients are caused by the oscillating frequency of the system and involve occasional mis-
operation of the valves, not shown in the graphs.
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Figure 5-9: Simulation Result when the Proposed Control Is Disabled
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5.2.2 Case 2: WTS Performance With Proposed Control Strategy

The system of Figure 5-8 was simulated under the following event: first, the grid-side inverter
operates with the supplementary control which injects additional signal to the inverter controller.
The wind power results in rotor speed corresponding to 50 Hz and the wind has a 10% variability.
The power grid experiences an oscillation. At the remote generator, the frequency oscillation is
60Hz +0.1sin(27 - t)Hz. The grid-side inverter control is set to operate at 2 MW/0.8 kVpc and 0.5

MVar (P-Q control). Any power imbalances in the system are absorbed by the conventional
generation.

Simulation results are shown in Figure 5-10 over a period of 4 seconds. The first two traces show
the voltages and currents at the output of the inverter. Traces 3 and 4 show the real and reactive
power output of the inverter. Note that the real and reactive power is almost constant, less than 2%
variation. Traces 5 show the local and remote phase angles of the phase A voltage at these locations
— the difference is controlled to a constant value. Traces 6 show the local and remote frequency.
Note the frequency difference across the connecting transmission line is practically zero. The last
trace shows the dc voltage at the inverter input. The WTS “follows” and “synchronizes” with the
power grid almost perfectly. No valve mis-operations were detected in this case.
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Figure 5-10: Simulation Results when the Proposed Control is Enabled
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6. Conclusions and Future Work

This study investigated the issues generated from high penetration of converter-interfaced
generation (CIGs) in the power grid. The following issues have been identified:

1. AsCIGs are becoming a larger portion of the power grid generation, the fault current levels
decrease, causing protection gaps.

2. Present day low voltage ride through strategies will cause severe problems in a system with
high penetration CIGs as a disturbance may cause a large number of CIGs to temporarily
shut down in ride through mode. While a small number of CIGs may be absorbed by the
system, a large number (or a large proportion of the generation going into ride through
mode) may result in no recovery of the system. This is unknown territory.

3. Disturbances may cause valve mis-operation in inverter systems and subsequent transients
and/or oscillations among the various inverters of the system.

To address these issues, we proposed new methods for protection which do not depend on the fault
current level. This protection approach is based on dynamic state estimation methods. To address
the issue of stabilizing and synchronizing CIGs with the power grid we proposed and tested the
use of dynamic state estimation to provide signal to the inverter controller for supplementary
inverter control. The results show that the inverter is synchronized with the power grid under
disturbances that may occur remotely from the CIG inverter. This method is very promising as it
also eliminates oscillation between CIGs as well.

The application of the proposed method requires an infrastructure that enables dynamic state
estimation at each CIG. The technology exists today to provide the required measurements and at
the required speeds to perform dynamic state estimation. In essence the method provides full state
feedback for the control of the CIGs. While in this project we experimented with one type of
supplementary control, the ability to provide full state feedback via the dynamic state estimation
opens up the ability to use more sophisticated control methodologies. Future work should focus
on utilizing the dynamic state estimation to provide full state feedback and investigate additional
control methods. The methods should be integrated with resource management, for example
managing the available wind energy (in case of a WTS) or the PV energy, especially in cases that
there is some amount of local storage. The dynamic stat estimation based protection, should be
integrated in such a system.
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9. Appendix A: The Quadratic Integration Method

This section presents the description of the quadratic integration. The quadratic integration starts
from the dynamic model of a component. We refer to this as the compact model. Then, the
quadratic integration method consists of two consecutive steps [40].

First, the nonlinear differential equations of the compact model of an actual device are
reformulated to fully equivalent quadratic equations by introducing additional states and algebraic
equations if the nonlinear differential equations have higher-order terms than the second degree.
The procedure results in the following quadratized device model:

: dx(t
I(t) = quxlx(t) + quulu (t) + Deqxdl % + Ceqcl
dx(t
0 = quxzx(t) +quu2u(t) + Deqxdz % + Ceqcz (Eq A-l)

0=, X(t) + Y, (8) + 3 X(O)T (Fips ) X() U (Pl JUO) F+ U0 (Pl )X(A) 4 C e

Second, the quadratized model from the first step is integrated using an implicit numerical scheme
assuming that the states of the quadratized model vary quadratically within a time step h. This
assumption is shown in Figure A-1.

- Actual value

Quadratic

xt=h)|----F-=-=--=-

Trapezoidal
] >

”
v

.
L

Figure A-1: Illustration of the Quadratic Integration Method
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The quadratic integration method is applied to every set of equations separately in the quadratized
device model. Since there are three sets of equations, each one is analyzed below to show how
they can be transferred to State and Control Algebraic Quadratic Companion Form (SCAQCF).
The model is obtained for a given time step h as follows:

1) Through variable equations:

dx(t
I(t) eqxlx(t) + equlu (t) + Deqxdl # + Ceqcl

After applying quadratic integration, we have
From time t-hto t,

. 4 8 4
I(t) = (F Deqxdl eqxl)x(t) + equlu(t) _E Deqxdlx(tm) + (E Deqxdl eqxl)X(t h) + I(t - h) equlu(t - h)

From time t-h to tm,

. 5
I(tm) =an eqxdlx(t) + ( Deqxdl qxl)x(t ) + equll"I (t ) + ( Y eqxl

2h eqcl

eqxdl)x(t h) S I (t h) + equlu(t - h) + gc

2) Linear virtual equations:

0= X(t) + Yequou(t) + D ax(t) +C

eqx2 eqxd 2 dt eqc2

After applying quadratic integration, we have

From time t-h to t,

h h 2h 2h
0 (Deqxdz 6 qxz)x(t) + equzu(t) +— eq><2X(t ) +— 3 equzu(t ) +( Y eqx2 eqxdz)x(t h) + equ2u(t - h) + hCech

From time t-h to tm,

0=—T1v, x()-

24 eqx2 U(t)+(D

h
eqxch 3 eqxz)x(t )+ Yquzu(t ) (24 eqx2 eqxdz)x(t h)+ equ2u(t h)+ Ceqcz

equ2

3) Nonlinear equations
0 eqx3x(t)+ equ3u(t)+ X(t) < eqxx3>x(t) + U(t) < equu3>u(t) + U(t) < equx3>X(t) +Ceq03
These equations are the same under time t and time tm

0=Y_.x(t)+

eqx3

equ3u(t)+ X(t) < eqxx3>x(t) + U(t) < equu3>u(t) + U(t) < equx3>x(t) +Ceq03

0 eqx3x(t )+ equ3u(t )+ X(t ) < eqxx3>x(t ) + U(t ) < equu3>u(t ) + U(t ) < equx3>x(tm) +Ceqc3
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By restructuring and stacking the above three sets of equations into one matrix form, the standard
time domain SCAQCF model is obtained:

it)
0
0

it,)
0
0

=YX+ Yoo U + xT<Fi >x + uT<Fi >u + uT<Fi >x -B (Eq. A-2)

eqx equ equx eq

Beq = _Neqxx(t _h)_ N U(t _h) B Meqi(t _h) - Keq

equ

where:
_ 4 3 _
H Deqxdl +quxl _H Deqxdl
h 2h
Deqxd ot Equxz ?quxz
Y _ qux3 O
S 2
% Deqxdl E Deqxdl +qux1
h h
- ﬂquXZ Deqxd 2t gquxz
L O quxS
I quul 0 W
h 2h
Equuz ?quuz
Y _ quu3 0
o 0 quul
h h
_ﬂ equ2 § equ2
L O quu3 J
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eqx

equ

eqx

equx

-Y.

egxl

=Y,

6 eqx2

Ly

2 eqgxl

5h

—Y,
24

2h

eqx2

+-D

h egxdl

D

egxdl

0

> b

eqxd1

D

eqxd1

0
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equ Y

eq

eq 2 eqcl

hC

eqcl

C
L eqec3 |
i(t) and i(t,): Through variables of the device model
x : External and internal state variables of the device model, x =[X(t), X(t,,)]

u: Control variables of the device model, i.e. transformer tap, etc. u =[u(t),u(t, )]
Y., Matrix defining the linear part for state variables,

F.. Matrices defining the quadratic part for state variables,

Y, . Matrix defining the linear part for control variables,

F.,. - Matrices defining the quadratic part for control variables,

F..x - Matrices defining the quadratic part for the product of state and control variables,
B,, : History dependent vector of the device model,

N, - Matrix defining the last integration step state variables part,

N, - Matrix defining the last integration step control variables part,

M., : Matrix defining the last integration step through variables part,

K, - Constant vector of the device model.
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10. Appendix B: Model Description of Three-Phase Transmission Line

This Appendix presents the model of a three phase transmission line. We introduce the model of
the transmission line by two steps: first, we describe the QDM of a single-section transmission
line; second, we describe the QDM of a multi-section transmission line model. This multi-section
QDM can be directly used to form the SCAQCF model according to Appendix A.

B-1: QDM of single-section transmission line model

Figure B-1 gives the model of the single-section n-equivalent transmission line.

Side 1 Side 2
il(tl Matrix R M%L i, 9 Jz(t)
> YN > -
Vl(t) > Y > - Vs, (t)
> YN > -

Matrix C Matrix C

Figure B-1: The Single-Section Three-Phase Transmission Line Model

The QDM of transmission line is derived from this circuit and it is given with the following
equations:

v

L0=c- M0

Lo-c- 220 (Eq. B-1)
di, (1)

O:—vl(t)+v2(t)+R-iL(t)+L-T

Note that for above model equations do not include any control variables. The standard format of
QDM is given in Eq. A-1. The QDM parameters of transmission lines are as follows:

. . . T . T 00 I,
i0=[L® LOT: xO=[4O %O i©] :qux1=[0 0 }:

c o0 0] | |
DeqX1= 0 C O 1qu><2:[_|4 I4 R]’ Deqxlz[o 0 L],

all other vectors and matrices are null; and,
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R, L and c are the resistance, inductance and capacitance matrices of the transmission line;

i,(t) and i,(t) are current vectors at each side;
v;(t) and v,(t) are voltage vectors at each side;
i, (t) is the current vector of the inductance.

I, is the identity matrix with dimension 4.

B-2: QDM of multi-section transmission line model

A multi-section m-equivalent model of the transmission line is used. The single section n-
equivalent model is accurate only for short lines. For a long transmission line, we divide the
transmission line into a proper number of sections where each section has the proper length to
ensure accuracy. The number of sections is chosen in such a way that the length of each section
should have a comparable travel time of electromagnetic waves to one sampling period. Next, the
combination procedure of single-section n-equivalent models is introduced as follows (section

number: n).
[ i Iy i i iy i [ [ i i [
e N N N B N~ N 3 o= N N RN
o — 0 —O0——
o—— —Oo—— o
Vi vV, V3 Vi
Figure B-2: Multi-section transmission line model
For section i:

i, (t) and i, (t) represent 3-phase & neutral current at both sides of section & ;
v, (t) and v, (t) represent 3-phase & neutral voltage at both sides of section k;

I I,

—hy &«
—0
—0
——o0
——o0

V

i, (t) represents three-phase & neutral current through the inductance in section k;

The equations that describe the above multi-section line are:

ial (t) = Gl Vi (t) + i|_1 (t) + C1 ) d\gft)

. . dv_,(t
I, (1) =G, -V, (1) —i,,(t)+C, %()

Zero sum of currents between section k and section k+1 (k=1, 2, ..., n-1):

. . dv (1) . .
0=y (t)+ Lk () =0=2G, v, (t)+2C, k;l() =i, () + I (k1)
Zero sum of voltage inside section k (k=1, 2, ..., n):
. di, (t
0=, 0+ %0+ R i (04 -5

Similarly, the QDM parameters of the transmission line is as follows:
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(Eq. B-2)

(Eq. B-3)

(Eq. B-4)



i(t) :[ia1(t) ibn (t)]T ; X(t) :[Vl(t) Vn+1(t) v, (t) Vs (t) eV, (t) iLl(t) iL2 (t) iLn (t)]T ;

y [ o000 01 0. 0] G OO0 000 - 0]

“10 G 00 000 - I, *®™ 10 C 00 :--000 - 0
[0 026, 0 « 0 -, I, - 0] 002, 0 - 0 0 ]
0 0 0 26 ~ 0 0 —I, - 0 00 0 2 0
0 0 0 0 26 0 0 I, 0 2¢, 0

Yex2: ;Dexd2:

“5, 0 1, 0 - 0 R O w27 L,
0 0 -, I, - 0 R 0 0 L
01, 0 0 -, 0 0 R | 00 0 0 0 0 0 L |
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11. Appendix C: Model Description of Three-Phase Two-Level PWM
Inverter

This Appendix presents the model of three-phase two-level PWM inverter. We introduce the
model of the inverter by three steps: first, we describe the overall model of the inverter; second,
we describe the single valve model; third, we describe the DC-side capacitor.

C-1: verall Model Description

In this section, we present the overall model of the three-phase two-level PWM inverter. As shown
in Figure C-1, the inverter model consists of a DC-side capacitor and detail models of six-valves.

SWA_H SWB_H SWC_H

AD

SWA_H_Valve SWB_H_Valve SWC_H_Valve

Gss% r Gss r Gss r

Qp LG Qp LG q
i’GS g iGp NE iGp NE
CSB

Ge

15
15

AGp

CDC::

O W

SWA_L_Valve SWB_L_Valve SWC_L_Valve

Ge

1
1

AGp

Gss r Gsp r Gsp r
Ge AG G G AG g
SWA L ’GS{; ® SWB| L Ggﬁ ® | swCiL Gsi

KD

Figure C-1: Three-Phase Two-Level PWM Inverter Model

There is a complementary valve pair in each phase. For example, the complementary valve pair is
SWA _H_Valve and SWA_L_Valve for phase A. Thus in this Appendix, we only show switching
signals corresponding to the three-upper valves.

Each valve model consists of IGBT parasitic conductance, IGBT parasitic capacitance, IGBT-

on/off conductance, a snubber circuit, an anti-parallel diode, and a current-limiting circuit as
shown in Figure C-2.
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Va(t), ia(t)

IGBT-Conductance Determination
If (Us(t) == 1), Gs = Gson
If (Us(t) == 0), Gs = Gsorr

States: Input:

Vi(t) | s (o)

Anti-Parallel-Diode-Conductance Determination
If (Ver(t)> 0), Gp = Gporr
If (Vep(t) <0), Gp= Gpon

T

Va(t), ia(t)
Figure C-2: The Single Valve Model

As shown in the above figure, the IGBT switch has two conduction states determined by a
switching-signal input. Also, the anti-parallel diode also has two conduction states determined by
the polarity of the voltage across the parasitic capacitance. The conduction state of the IGBT switch
and anti-parallel diode are determined as follows:

Gs (t) =Gson Us (t)+GSOFF '(1_US (t))
G

Gy (t)= GD—;’FF : (1+ sign (Ve (1)) + 22« (1— sign (Vs (1)) + (1— sign® (Ve (t))) : [Mj

2 2
(Eqg. C-1)
1 if x>0
sign(x)=< 0 if x=0
-1 if x<0

where

Therefore, each valve model has four switching states as follows:

Valve State 0: IGBT Switch: ON and Diode: OFF (Gs = Gson and Gp = Gporr),
Valve State 1: IGBT Switch: ON and Diode: ON (Gs = Gson and Gp = Gpon),
Valve State 2: IGBT Switch: OFF and Diode: OFF (Gs = Gsorr and Gp = Gporr),
Valve State 3: IGBT Switch: OFF and Diode: ON (Gs = Gsorr and Gp = Gpon).
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Each valve model determines its state and control algebraic quadratic companion form (SCAQCF) of
its current-time-step valve state from the predefined SCAQCFs of a single valve. By merging the
SCAQCEFs of six-valve and DC-side capacitor models using Kirchhoff’s current law (KCL) at assigned
node numbers of the inverter model as shown in Figure C-3, we generate the SCAQCF of the inverter
model every time step. Figure C-4 shows the flow chart of the procedure. The above assigned node
numbers are stored in the following arrays as summarized in Table C-1.

Switching-Signal Input Nodes:

0(28) Ap
SWA_H SWB_H SWC_H 5(33)
6(34)
s [lls caz [, = [l 7(35)
sG0c. | [qon] 2L hsa] “has] "
Csg 37 Csg Csg
| 37) 20(48) |
10(38) LCL{}GCL 16(44) LCL%:}GCL 22(50) LCL%:}GCL
. 2(30)
26(54) AP
CDC::
27(55) SWA_L SWB_L SWC_L | ¢ 4(32)

Gss
Gp

[] Gse r Gug [
Gsf AG, GS[%GP AGp GS[%GP AG,
u@Eofe] LB T L9 el LG

13(41) LCL% %GCL 19(47) LCL% %GCL 25(53) LCL% %GCL
1(29) «o

— Nodes at time t

3

B [

— Nodes at time t,,

Figure C-3: Three-Phase Two-Level PWM Inverter Model with Assigned Node Numbers
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Start

Switching-Signals
Inputs
Determine Polarity of
Valve States of Parasitic
Six-Valve Models Capacitor
Voltages
Determine Four SCAQCFs of a
each SCAQCF of Single Valve Model
the Six-Valve Models for Four Valve States
Each SCAQCF 0Of
the Six-Valve Models
Merging the SCAQCFs of SCAQCFs of
the Six-Valve and a DC-Side
the DC-Side Capacitor Cpacitor
Models by KCL Model

SCAQCF Of
a Converter Model

Total
Simulation Time
Elapsed?

Figure C-4: Procedure of the Generation of the SCAQCEF of the Inverter Model
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Table C-1: Assigned Node Numbers of the Three-Phase Two-Level PWM Inverter

t tm
External Internal External Internal
SWA H 0 2 8 9 10 28 30 36 37 38
SWA L 2 1 11 12 13 30 29 39 40 41
SWB_H 0 3 14 15 16 28 31 42 43 44
SWB L 3 1 17 18 19 31 29 45 46 47
SWC_H 0 4 20 21 22 28 32 48 49 50
SWC L 4 1 23 24 25 32 29 51 52 53
tm
External Internal External Internal

DC-Si

C-Side | 26 27 28 29 54 55
Capacitor

C-2: Single Valve Model

The single valve model is provided in Figure C-2. The single valve model has four switching states.

The compact models for the four valve states are:

A. Valve State 0: Switch: ON and Diode: OFF (Gs = Gson and Gp = Gporr):

i1(t) = g, (®) + GCL(Vl (t) = Vep(t) =V, (t))

I(t) = =iy (t) — GCL(Vl(t) —Vep(t) =V, (t))

0 ::__pr(t)'+

Csp  dVcsp(t)
Gsp dt
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+ Vesp(t)

(Eq. C-2)

(Eq. C-3)

(Eq. C-4)




dVp(t)
0= _GSB(VCP(t) - VCSB(t)) — Gson * Vep(t) — Cp - - Gp - Vep(t)
—Gporr * Vep(t) +iper(t) + Gey, (V1 () = Vep (D) =V, (t)) (Eq. C-6)
B. Valve State 1: Switch: ON and Diode: ON (Gs = Gson and Gp = Gpon):
i1(t) =iy, (®) + Gey (V1 (t) = Vep(t) = V3 (t)) (Eq. C-7)
Ip(t) = —ipc () — GCL(Vl(t) —Vep(t) = V3 (t)) (Eq.C-8)
0= —Vep(t) + =2 280 4y o (6) (Eq. C-9)
SB
0= —Vy(t) + Vep(t) + Loy - P22 4 (1) (Eq. C-10)
dV:p(t)
0= —Gsp (VCP ) — VCSB(t)) — Gson * Vep(t) — Cp - ilpt — Gp - Vep(t)
—Gpon * Vep(t) +ipc (8) + Gey, (V1 () = Vep(t) =V, (t)) (Eq. C-11)

C. Valve State 2: Switch: OFF and Diode: OFF (Gs = Gsorr and Gp = Gporr):

i1(t) = g, (®) + GCL(Vl (t) = Vep(t) — V3 (t)) (Eq. C-12)

I(t) = =iy () — Gey (V1 () = Vep(t) = V3 (t)) (Eqg. C-13)

Csp _ dVcsp(t)

0 = _ch(t) + @ dt

+ Vesp(t) (Eq. C-14)
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Le® 4y ) (Eq. C-15)

0=—Vi(t) + Vcp(t) + Ley i

dVep(t)
dt

0 =—Ggp (VCP ) — VCSB(t)) — Gsopr * Vep(t) — Cp - — Gp  Vep(t)
—Gporr * Vep(t) +ipe () + GCL(Vl () = Vep(t) — Vz(t)) (Eq. C-16)

D. Valve State 3: Switch: OFF and Diode: ON (Gs = Gsorr and Gp = Gpon):

i1 (t) = ieL () + Ge (Vo (8) = Vep(t) = Vo(D)) (Eq. C-17)
i2(t) = —ipe,(®) = G, (Vi (©) = Vep () — Vo (D)) (Eq. C-18)
0=—Vep(t) + % 2esn® 4y (6) (Eq. C-19)

0 = —Vy() + Vep() + Loy - 222 + v (1) (Eq. C-20)

dVep(t)
dt

0=—Gsp (VCP ) — VCSB(t)) — Gsorpr " Vep(t) — Cp - — Gp - Vep(t)

—Gpon * Vep(t) +ipe,(t) + Gey, (Vl (t) = Vep(t) = V3 (t)) (Eq. C-21)
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From Appendix A, the SCAQCEF of a single valve is (all other matrices are null):

A. Valve State 0:

[ Gy Gy Gy, 1 0 0 0 0 0
-G, Gy 0 Gy, 10 0 0 0 0
0 o0 Se,hoh 0 0 0 El 2
[ 6 3 3
h h h 2h 2h 2h
-— - 0 - = = 0 = 0
6 6 6 e 3 3
h h h h 2h 2h 2h 2h 2
Gy= -G Gg— -K,=-C, - G Gy T 6= K= =
v - oLg cL g % " oL 3 o3 ) 03 3
- 0 0 0 0 0 Gy -G Gy 1
0 0 0 0 0 -G, G 0 G, -
0 L T T =N Sy
24 24 Gg 3
hooh o b
24 24 24 3 3 3
h h h h h h h h h h
_CLﬂ CLﬂ saﬂ oﬁ a ) Ge Gsag _Kog_cp 5
[ GCL GCL 0 GCL -1
GCL GCL 0 7GCL 1
0 0 s N _h 0
Gy 6 6
h h h
_ — 0 — —_
6 6 6 ke
h h h h h
GeL E —Ge, g Gge -K, g +Cp g
_|1 1 1 1
Nege = EGCL _EGCL 0 _EGCL 2
1 1 1 1
_7GCL EGCL 0 7GCL _E
0 o -Sw, 5h _5h 0
Gy, 24 24
5h 5h 5h
= it 0 = _
a2 2 Lot
5h 5h 5h 5h 5h
= G = = K, =+C, =
L 24 24 24 °24 " 24 )"
~ 1 0 -
0 1
0 0
0 0
0 0
Mg, = —1 0
q =
2
1
0 [
2
0 0
0 0
L 0 O .
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Where KO = GSB + GSON + Gp + GDOFF + GCL;

B. Valve State 1:

[ G, G, 0 G, 1 0 0 0 0
Gy, G, Ge. -1 0 0 0
0 ¢ S b 0 0 0 Cl 2y
GSB 6 6 3 3
h h 2h 2h 2h
-z = 0 - -= — 0 — 0
6 6 kg 3 3
h h h h 2h 2h 2h 2h  2h
v - GCL g _GCL Gsa 6 _Klg - CP g GCL ? _GCL ? GSB ? _Klz ?
=0 0 0 0 0 Gy, -Gy 0 G, 1
0 0 0 0 0 -G, Gy 0 G, -1
0 .l h 0 0 o G by
24 24 Gy 3 3
h h h h h h
_ . . _— _ 0 —
24 2 % 3 3 3 e
h h h h h h h h h h
_GCL24 L og - saa 1£ ﬂ oy Ge, Gsag _Klg_CP 57
[ G, G, 0 Ga -1 ]
G, -G¢, 0 —Ge, 1
O o _Cﬁ + D _h
Gy 6 6
h h h
_— _ 0 — _
5 5 5 Lo
h h h h
Ga g —Ge, G g ™ E +Cp g
_ 1 1 1
Neqx Ga _EGCL 0 _EGCL E
1 1 1 1
7EGCL EGCL 0 EGCL DY
0 0 _Cﬁ + % _ﬁ 0
Gy 24 24
5h 5h 5h
= = 0 = _
24 24 24 e
5h 5h 5h 5h 5h
GCL ﬂ _GCL ﬂ SB ﬂ _Klﬂ +Cp ﬁ
. 1 0 -
0 1
0 0
0 0
0 0
_| 1
Mg =|-= 0
2
1
0 N
2
0 0
0 0
(- O 0 .

Where Kl = GSB + GSON + Gp + GDON + GCL;
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C. Valve State 2:

[ G, G, O G, 1 0 0 0
Gy, Gy, 0 Ge -1 0 0 0
0 0 h E —E 0 0 0 — —th 0
Gy 6 6 3
T T A S
6 6 6 3 3 3 ,
h h h h 2h 2h 2h 2h 2h
v GCLE -Gy, Gsag _Kzg_cp 5 Ge. 3 _GCL? GSB? _KZ? 3
=l 0 0 0 0 G, -G, 0 6, 1
0 0 0 0 0 -G, Gy 0 G, -1
0 e o Ce by
2 24 Gy 3 3
h h h h h h
= _ __ 0 _Z = 0 z
2% 2% 2 3 3 3 e
h h h h h h h h h h
_GCL24 a.ﬂ - saa Kzﬂ _24 CLE G Gsag _KZE_CP E_
I _GCL GCL 0 GCL -1 ]
G, -G¢, 0 —Ge, 1
0 0 Co , N b
Gy 6 6
h h h
G 0 5
h h h h h
GCLg 7GCLE GSBE *KngGC g
1 1 1
NeqX = EGCL _7GCL 0 _EGCL 5
1 1
_7GCL 7GCL 0 7GCL _E
0 0 ,%jLﬁ ,@ 0
Gy 24 24
5h 5h 5h
> hald 0 > _
24 24 24 ke
5h 5h 5h 5h 5h
G G, Gy — -K,— —
L 24 <24 24 224" 24
- 1 0 _
0 1
0 0
0 0
0 0
Mg = —l 0
q
2
1
O J—
2
0 0
0 0
(. 0 0 -

Where Kz == GSB + GSOFF + GP + GDOFF + GCL ,
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D. Valve State 3:

Gy, Gq, 0 -Gy, 1 0 0 0
GCL GCL GCL -1 1] 0
B = L S L
Gy 6 6 3
h h 2h  2h 2h
_= z 0 n Rl <h 0 2h 0
6 6 6 L. 3 3 3
h h h h 2h 2h . 2h 2h  2h
o | B B Geg NgTG § Gy Gy Sy Ky
@l ) 0 0 0 0 G, -Gy 0 6, 1
0 0 0 0 0 Ge G, 0 Gy, -1
0 _l ﬂ 0 0 0 CSB N h _h 0
24 24 Gy, 3 3
Py o - 0 -— - 0 =
24 24 24 3 3 3 Lo
h h h h h h h h h
G, 24 Lo % 94 Ksﬂ _ﬂ GCLg G, GSBE —K3§—CP 3 |
I Ge, Ge, 0 G, -1
Ge, =G, 0 -G, 1
o o Se,n b
Gy 6 6
h h h
—_— — O e _
6 6 6 LCL
h h h h h
GCL g _GCL g Gss g —K3 g + CP g
_| 1 1 1 1
Neoe = EGCL _EGCL 0 _EGCL 5
1 1
7EG°L G 0 G, -
0 0 Cs +@ ,ih 0
Gy, 24 24
5h 5h 5h
—_—— —_ O Pt _
U 2% 2 Lo
5h 5h 5h 5h 5h
GCLE _GCLE Gssﬂ _Ksa"'cp ﬁ y
1 0
0 1
0 0
0 0
0 0
My =[_1 o
q
2
1
0o _-=
2
0 0
0 0

Where K3 = GSB + GSOFF + Gp + GDON + GCL ;
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C-3: DC-side capacitor model

This section presents the DC-side capacitor model.

Vl(t)l Il(t)
T
+ Coc
Ve T 1 y(®)
|
Vz(t), IZ(t)

Figure C-5: DC-Side Capacitor Model

The single valve model is provided in Figure C-5. The DC-side capacitor model is:

i2(6) = Coe 1(8) (Eq. C-22)

i2(t) = —Cpc " y1(t) (Eq. C-23)

0="C_y (1) (Eq. C-24)
0 = Ve(t) = V3 (8) + V(D) (Eq. C-25)

From Appendix A, the SCAQCF of the DC-side capacitor is (all other matrices are null):

[0 00 Ce 0 00 0]
00 C 0 00 0
001 " oo -

6 3

, _[t11 0 000 o0
10 00 0 0 00 Cpy
000 0 0 00 —Cy
000 N o001 N
24 3
000 0 -111 0 |
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12. Appendix D: Model Description of the Digital Signal Processor (DSP)

This Appendix presents the digital signal processor (DSP). The DSP digitally filters raw analog
signals into digital signals of fundamental frequency. The DSP outputs are: the positive sequence
phasor of three-phase voltages (V;) and currents (I;), the fundamental frequency, three-phase real
(P) and reactive power (Q), the actual average fundamental frequency (fs), the next zero-crossing
time from the negative to positive of the voltage positive-sequence waveform (ZX), the rate of
average frequency change (‘Z—f), and DC-link average voltage (Vpc). The DSP receives
instantaneous value inputs Van, Von, Ven, la, Ib, lc, and Voc then calculates outputs, ¥, I;, P, Q, fs,

ZX, %, and Vp as shown in Figure D-1.

Van - ~1
V,, — —h
Vcn -7 P
- - - Q
|, — Digital Signal Processor ¢
L. f
ly, —
— ZX
| df ,
¢ dt
Voo — — Ve

Figure D-1: Block Diagram of the Digital Signal Processor

This Appendix is arranged as follows. Section D-1 describes the calculation of frequency and the
rate of frequency change; section D-2 and D-3 describes the calculation process of positive
sequence voltage and current phasors; section D-4 describes the calculation of three-phase
fundamental frequency real and reactive power; section D-5 describes the calculation of next zero-
crossing time.

D-1: Frequency and the Rate of Frequency Change

To calculate the actual average fundamental frequency and rate of average frequency change, we
are using a method based on the calculation of the rate of phase angle changes of input data, Van,
Vbn, Ven, la, Ib, and Ic. A computationally efficient recursive implementation is described as follows.
The following two sums are recursively updated every time when a new input data sample, x(i),
becomes available:
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k+N-1

i x(i)cos(a, T, -i) (Eq D-1)
N i=k
1 k+N-1
Vz_x(k)zﬁ x(i)sin(e, - T, -i) (Eq. D-2)
i=k
s = 27 fs (Eq D‘3)
where
x(i): Input data samples.
fs: Actual average fundamental frequency. It is initialized as the nominal power
frequency, 60 Hz, for the first iteration, but it is updated every recursive loop of the
calculation of the average frequency.
T : Sampling period of the analog-to-digital converter.
N: Number of samples in a period (= 2—”]
a)STI'
At every sample the two sums are updated, and the phase angle, @, is computed as follows:
v, (k)
0. (k)=tan™ —Z—J (Eq. D-4)
( Vi (k)

The actual fundamental frequency of x(i) is computed from the rate of change of the above value

as follows:

A
fo (k)= f (k-1)+ =X (Eq. D-5)
- 2xT

where A6,  =6,(k)-6,(k-1).

By applying the above actual fundamental frequency calculation method to the input data, Van, Vbn,
Ven, la, b, and Ic, we can calculate the actual fundamental frequencies of the input data as follows:

a) fs _Van (k) :

Vo, ()= SV, (eos(e, T, i) (Eq.D-6)
v, , (=15, (i)sin(e, T, -i) (Eq. D-7)

i=k
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4, (k)= tan{— Yo v, (k)] (Eq. D-8)

Vi v,, (k)
A, =8, k)-8, (k-1) (Eq. D-9)
A8,
f =f(k-1 an_k Eq D-10
s_V, s( )+ 27Z'T ( q )
b) fs_Vbn (k)
1 k+N-1
Vl Von (k) W Vbn(i)cos(a)s 'Tr ’ I) (Eq D-ll)
i=k
1 k+N-1
V2_V,m (k)_ W Vbn(i)Sin(a)s 'Tr ’ I) (Eq D-lZ)
i=k
vy y, (k)
8, (k)=tan| — = j (Eq. D-13)
o [ Vi_y, (k)
AB, =8, (k)— &, (k —1) (Eg. D-14)
A8,
f =f(k-1)+—— Ea. D-15
S_Vpn s( )+ 27Z'Tr ( q )
o f, k)
1 k+N-1
Vl_VCn (k)zﬁ Zvcn (i)COS(a)S 'Tr : I) (Eq D-16)
i=k
1 k+N-1
Vv, (k)= 2 Ve (sin(eo, T, -i) (Eq.D-17)

i=k
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(Eq. D-18)

(Eq. D-19)

(Eq. D-20)

(Eq. D-21)

(Eq. D-22)

(Eq. D-23)

(Eq. D-24)

(Eq. D-25)

(Eq. D-26)

(Eq. D-27)



272"|:

) f, . (k)

Finally, we can calculate the average fundamental frequency, fs, and rate of average frequency

change as follows:

(Eq. D-28)

(Eq. D-29)

(Eq. D-30)

(Eq. D-31)

(Eq. D-32)

(Eq. D-33)

(Eq. D-34)

(Eq. D-35)
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D-2: Positive Sequence Voltage Phasor

In this section, we present the calculation of positive sequence voltage phasor V, using three-phase
voltages updated every recursive loop in the previous section. First, we calculate the fundamental
voltage phasors V. , V,,, and V_, as follows:

VoK) =/, (KOF +v, o, (<)F (Eq. D-38)
Voo (k) =V, (K)F +(v, , ()F (Eq. D-39)
Voo (k) = /0y, (OF + (v, . (0 (Eq. D-40)
V, (k)= M”f(zk Y 4, () (Eq. D-41)
Vinlk) = M\“ng 28, (k) (Eq. D-42)
Voo (k)= M”f(zkl 26, (k) (Eq. D-43)

In the next step, we are calculating the positive sequence voltage phasor from the obtained
fundamental frequency voltage phasors by using the symmetrical component transformation based
modal decomposition. The symmetrical component transformation is expressed as follows:

\Zl.(k) 1 a az Van(k) 2r

. 1 ~ i

V, (k) =31 a’> a|V,(k)|, wherea=¢e 3 (Eq. D-44)
Iy (K) 11 1|V,(k)

where 7, V,, and V, are the positive, negative and zero sequence voltage phasors, respectively.
By using this, we can calculate the positive-sequence voltage phasor V;, of three-phase voltages
Van, Vbn, and Ven, as follows:

2

@(k):l-[\@n(k)ﬂim(k).e‘s WL (K)-e'T =%-[va(k)+jvﬁ(k)]
(Eq. D-45)
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Vv, (k)= Munlk). cos(6>van (k))+ M) cos(eVbn (k)+ 2”} + Malk). cos(@vm (k)+ 4;)} (Eq. D-46)

v, (k)= :M‘”(k]-sin(Hvan(k))+w~sin[6th 2 )Mol i, (k)+4’fﬂ (Eq. D-47)

V2 V2 3 V2 3
8, (k):tan‘l(zigtn (Eq. D-48)
M(k)\:%\/\/a(k)z v, (kY . (Eq. D-49)

D-3: Positive-Sequence Current Phasor

In this section, we calculate the positive sequence current phasor using the same method presented
in the previous section. By using three-phase currents updated every recursive loop in section D-
1. We first calculate the fundamental frequency current phasors of 1, I, and I, as follows:

(k)= (F + (v, (K)F (Eq. D-50)
1) =0, K)F + v, (KF . (Eq. D-51)
1.0} =, KF +(v, , () (Eq. D-52)
00="8 g 9 (0,050
1,(k)= |Ii/(;)| 26, (k) (Eq. D-54)
Io(k)= |"’f'—2‘)| 20, (k) (Eq. D-55)

Then, we compute the positive sequence current phasor I; by using the symmetrical component
transformation as follows:
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L] [1oa @ LK
1,(k) Ll a2 oa I,(k)|, where a=e'3 (Eq. D-56)
O ERETE (Y
- 11~ 2z [
L09=2 0001002 1000 |2 10041, 0)
(Eq. D-57)

where

(k)= 11 (k) -cos(6, (k))+li(f|2(} : cos[@,b (k)+27[)+ 1.k ~(:os(6?Ic (k)+43”ﬂ (Eq. D-58)

1K) -sin(é’lc(k%?ﬂ (Eq. D-59)

V2 V2 3) 2
9,1(k)=tan‘l[:jgtn (Eg. D-60)
‘fl(k)‘:% 1, (k) +, () (Eq. D-61)

D-4: Fundamental Frequency Real and Reactive Power

In this section, we calculate the fundamental frequency three-phase real and reactive power from
the extracted fundamental frequency voltage and current phasors as follows:

P(k)= Re{\7an(k)- 1 (K)+V, (K)- Ty (K)+VE, (K)- r;(k)} (Eq. D-62)
Q(K) =1m{V,, (K)- 7 (K)+V,, (K)- Ty (k) +V, (k)- 17 (k)} (Eq. D-63)

D-5: Next Zero-Crossing Time

With the obtained positive sequence voltage phasor V;, we can calculate the next zero-crossing
time from negative to positive. By defining that the voltage in the time domain is the cosine
function, we can convert the positive sequence voltage phasor ¥, into the time-domain
representation V; (t), as follows:

~

Vi(k)=NMi(k)}£8, (k) (Eq. D-64)
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)=v2 N, (k) -cos(2z- f,(k)-t+8,(k))  (Eq.D-65)

As shown in Figure. D-2, the zero crossing from negative to positive occurs in every 360°, or time
sec. Thus, we can calculate the next zero-crossing time from negative to positive, t,, 4, as

fs( )
follows:

n+1 \/_’V )1c0327z f(k)-t, ..+ 8, (k \/_’V jcos(Z;: (n, +1)——) (Eq. D-

66)
27 - fs(k)~tn1+l+6{,1(k)=27z-(n1+1)—% (Eq. D-67)
(n, +1)- % 4,4 Eq. D-68
n1+l mn—i_ o f(k) (q - )
where n, = int (M) and tr is the present time.
2
cos (@)
J 3
\ \ \
\ \ \
\ \ \
1 1 1
[+ + +
- - - >0
\ \
\ ! \
\ \ \
\ \ \
1 1 1

Figure D-2: Cosine Function with respect to the Phase Angle
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D-6: Average DC-Input Voltage
The average DC-input voltage is computed as follows:

1 k+N-1

Voe (k)= 2 Voc (i) (Eq. D-71)
i=k

where:
Vpe (0): Input data sample sequence of the DC-input voltage.

. . 1 . _ l . 1
N: The number of samples in the A of a period (— - fs-Tr)'
T, Sampling period of the analog-to-digital converter.
fs: The actual average fundamental frequency.
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13. Appendix E: Master Thesis by Christopher Weldy

This Appendix presents the summary of the Master Thesis by Christopher Weldy. The full Thesis
is available on the Georgia Tech archives.

SUMMARY
STABILITY OF A 24-BUS POWER SYSTEM WITH
CONVERTER INTERFACED GENERATION

The objective of this Masters Thesis is to investigate the system stability implications of
integration of power electronic converter interfaced generation (CIG) into conventional power
systems. Due to differences between conventional generation and CIG, the power system fault
currents, voltage response, and frequency response will likely change with increased penetration
of CIG. This research will use state of the art software tools to perform simulations on the IEEE
24-Bus Reliability Test System (RTS-24), appropriately modified to include converter interfaced
generation. Time-domain dynamic simulations and fault calculations will be performed for the
system. A comprehensive set of simulations will be performed on the base case, comprised entirely
of conventional generation. Conventional generation will be replaced by CIG in the model, one
generating station at a time until CIG penetration is one-hundred percent. The comprehensive set
of simulations will be performed at each level of CIG penetration. The results will be compared to
the base case, with a focus on voltage response, frequency response, and fault current levels of the
power system.

As conventional generation is replaced by CIG the system frequency declines to lower and lower
minimum values in response to disturbances. Furthermore, the system voltages oscillate at higher
and higher frequencies and resolve at undesirable deviations from their initial values. These
undesirable results, however, can be mitigated by active and reactive power injections in response
to system disturbances. To mitigate some of the issues observed in the maximum CIG power
system, active and reactive power injections were modeled to represent the potential contribution
to dynamic stability of the system. Use of active power injection in response to a fault can mitigate
some of the additional frequency dip caused by reduction in generator inertia. Use of reactive
power injection in response to a fault can mitigate some of the voltage deviation observed due to
insufficient reactive power margin of available generation.

Power electronic converter rating limits have a significant impact on fault current levels in the
system, but the network impedance can reduce the impact of these converter limitations at
locations remote from the converter. As penetration of CIG into power systems increases, fault
current levels may begin to approach load current levels. This condition may require new
protection methods to maintain reliable and secure protection as power systems evolve,
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1. Introduction

1.1 Background

Fossil fuel fired steam power plants form the backbone oflgwtéc power infrastruc-
ture. In 2013, in the United States alone, fossil fuel powants have contributed close
to 67% of the total 4 trillion kilowatt-hours of electricityeneration, Figuré.1[1]. The

Sources of U.S. electricity generation, 2013

Hydra 52‘3‘? I Renewable 13% I
Wind 32% *—Petroleum 1%

Biomass wood 8%
Biomass waste 4%
Geothermal 3% Nuclear 19%
Solar 2%

Natural gas 27%

Coal 39%

™

Source: U.S. Energy Information Administration, Electricity Power Monthly (February 2014). Percentages based on

Table 1.1 and 1.1a; preliminary data for 2013 )
cla

Mote: Sum of components may not egual 100% due to independent rounding.

Figure 1.1: Sources of electricity generation in U.S. in201]

contribution of coal to power generation has been steatiiinking due to the increased
production of electricity from natural gas, nuclear anddwasources. As it can be seen
from Figurel.l, presently natural gas and coal fired power plants providertaximum
contribution for the generation of electricity. This gestgon resource portfolio however
will soon have to have a different profile as the predicteémess of coal, natural gas and
petroleum are set to last only for another 100 years o6sd.[ These figures bring about
the need to explore different viable options of power geti@maFurther, with more strin-
gent environmental considerations and emission contiftdse is a need and requirement
for cleaner energy generation sources. These sourcegsany represent the remaining
32% of the electrical energy generated. While nuclear pasveonsidered to be a clean
and efficient energy source, there are many concerns witdrddg the safe operation of
a nuclear power plant. The recent incident in Japan in 20%Irdésulted in many coun-



tries, such as Germany, Australia, Portugal and Switzdylagstructuring their nuclear
policy [8-10]. With the stacking of such odds, the electrical energyasted from renew-

able energy sources will have to rise from the present 13%sigraficant proportion of

the total electricity energy generated.

The present power system is dominated by synchronous neschinich generate elec-
tricity at an almost constant frequency of 60Hz/50Hz. THasge machines are the work
horses of the power grid and are interconnected with eaar tittough transmission lines,
thereby enabling the transfer of power to load centers éntctdr away from the genera-
tion sources. The machines operate in synchronism with etigr and thus give rise to
an inherent ‘in-built’ torque known as theynchronizing torque Within a certain range
of operation, this torque is able to keep the generators mehapnism with each other,
upon the occurrence of a disturbance. Further, due to teeniaitelectromagnetic field in
these machines, there is an inhem@ainping torqueoo which serves to damp out certain
oscillations that may arisé.[].

The development of a nation brings about an increase in #relatd of living of a
majority of its population. This results in an increase ieoflicity consumption resulting
in a situation wherein the large generators are now forcezp&yate at a point close to
their maximum capacityl?] if new sources of generation cannot be quickly added. A
higher operating point reduces the synchronizing torquecam cause the machines to
lose synchronism with each other even upon the occurrensmall disturbances. Thus,
with generators operating close to their maximum capatiy,system stability margin
reduces. Two effective solutions leading to the increasthénstability margins are the
expansion of the transmission network and the commissjpoimew generating plants.
These solutions are however time consuming and requireteyngplanning. In the short
term, the reduction in the stability margin can be tackled targe extent with the addi-
tion of precise control equipment such as the power systahilizer (PSS) and FACTS
devices. While these control equipment increase the speegsponse to a disturbance,
they serve to increase the operating range of the synchsanaahine.

In recent years, there has been an increase in generationcoaverter interfaced
sources. These converter interfaced sources do not operatgynchronous manner and
thus an almost constant frequency output is provided by dmgerter through stringent
control. While some of these sources such as wind farms dableénergy sources contain
rotating parts, there are sources which are static in naturesuch as solar farms and
fuel cells. All these sources will be referred to as convariterfaced generation (CIG).



The power system already has a small penetration of CIG eswvhich can be easily ac-
commodated and tolerated due to the large presence of yrmatls machines. However,
due to technology improvements and requirements to meetvadrie portfolio standards
(RPS), the penetration level of CIGs in some areas of the psygem can and will rise
within a short period of time. Presently, this boom of CIG tegen place predominantly
at the distribution level.

Many utilities are now investing in alternate sources ofrgpeesulting in the connec-
tion of CIGs at the transmission level. This connection ®hlk power system presents
a significant challenge with respect to the operation of thegy system. Supplementary
storage devices or control mechanisms have to be usuallydied to reduce the effect of
the uncertainty in the power source (wind, solar and tidaie converters, usually volt-
age source converters (VSC), decouple the source of powarthie network. Thus the
mass and inertia of a rotating machine like a wind turbinémalv be electrically isolated
from the network. In order to utilize the kinetic energy oé tfotating wind turbine, ex-
tra control algorithms have to be built into the converteergpion. Further, to promote
maximum utilization of these renewable energy sources,ynafithem operate using a
maximum power point tracking (MPPT) algorithm. This redsitee number of sources
that can be scheduled by the system operator.

Taking this technology one step further, there is a prospeetven interfacing syn-
chronous machines through converters. A large number ofutisee synchronous ma-
chines would be powered by gas turbines. From a thermodynjpomt of view, a large
gas turbine is more efficient when compared to a combinati@maller turbines. How-
ever due to compressor-turbine material stress constranarger turbine would be re-
quired to operate at a lower speed. Thus, interfacing thelspnous machine to the grid
through a converter releases it from operating at a fixeddsped can bring about an in-
crease in the efficiency of the overall power system. Furtherreduced requirement of
the auxiliary systems will result in an economic gain.

1.2 Motivation and Objectives

The increase in CIG penetration brings about significantiehges to the operation
of a power system. Various paradigms that have been setrie $6o conventional syn-
chronous machine operation may now have to be revisited @nsled. Equipment and
control requirements may have to be specified consideriadett that these new CIGs
may last for more than 30-40 years. It is akin to rebuilding plower system as it would
have been done when the first synchronous machine was cedrieche AC power grid.

3



The objectives of the proposed research work are as givewbel

1.

Examination of the efficacy of CIGs to provide frequency mbnin large systems,
with the increased penetration of CIGs, their ability toypde frequency control
under the occurrence of load/generation changes will bestiyated. Further, with
their fast response and lack of inertia, the existing cotscepprimary frequency
response are to be examined.

. Full control of variable resources on a large scalhe variability of wind and solar

power has to be overcome by using multiple storage devicksancombination of
precise control spanning the entire length and breadtheoiftiye power system.

. Dynamic behavior of the power gridven with full control of CIGs, the dynamic

behavior of the power grid with only power converters fegdmower into the grid
will be examined.

. Behavior of various load profiledNowadays, the impact of power converters is felt

at the load end too with the advent of power drives and sadit slectronic devices.
The impact of these loads on the network supplied with CIGkbgiexamined.

. Transient and steady state stabilitf.he stability of the power grid, which until

now relied largely on the natural operation of the synchusnmachine, will be
re-evaluated under the presence of CIGs.

. Reactive power supporthe present grid code does not allow for converters at the

distribution level to control voltage. However, the cortees at the transmission
level will have to regulate the voltage at their buses. Thosil result in converters
with increased ratings. The ability of converters to retauthe voltage and provide
reactive power support is to be examined.

. Development of accurate dynamic models to represent Ctilamercial software

have dynamic models representing the converters and s$ssiceted control blocks.
However these control blocks are complex while the conventadels do not seem
to be robust with respect to system configuration. As paiisfgroject, simple and
accurate converter models will be developed that reprabenbehavioral patterns
of a practical converter. Further, integration of the depeld models in commercial
software will be explored.



Upon completion of this research work, a better handle orofferational aspect of the
power grid with a large penetration of CIGs would be obtainédrther, the behavior of
the large scale power system with these distributed gaoeraburces will be examined
and validated under the existence of the proposed contnehses and stability profiles.

1.3 Organization of the Report

Following this introductory chapter, Chapter 2 will dissuan overview of the work
present in literature. Subsequent to this, the modelingo¥entional power system com-
ponents will be presented in Chapter 3 while Chapter 4 cahersnodeling of converters
and their associated control mechanisms. The testing afdheerter models along with
proposed control strategies on systems of varying degffemsmplexity will be shown in
Chapter 5. Chapter 6 concludes this report.



2. Literature Review

Solid state switching converters form the backbone of theage power systems. The
presence of these solid state switches in the power genrerststem can be traced back
to 1951 with the appearance of the first static excii€.[These excitation systems had a
fast transient response and made the alternator selfataggl Until 1961, these exciters
were applied only to small generators with applicationslprmeinantly in aircraft and ship
power systems. In 1961, the first static excitation systers aeveloped for application
to large land based steam turbine generatbds [The success of these static excitation
systems brought about a change in the definitions for elmitalstems15].

With the help of many design refinements through the passagme and with im-
provements in technology, the basic framework of the seataiter nowadays is different
from the one proposed in 1961. Although these excitatiotesys gave the desired tran-
sient response, they are known to cause problems with régatdady state stabilityLf].
This goes to show that solid state switch devices, even \ahbtiag in a background capac-
ity are known to cause instability in power systems. The tigraent of PSS and FACTS
devices has however alleviated this scenario to a certa@mex

The transformation of the power grid and the advent of CiIGaeswill bring the solid
state switch to the foreground in the power system. Thisdal a detailed study of the
control of converter sources. Though this topic is a reddyinew one, a lot of research
activity has already been devoted to it starting from theramgecond level control of
the switching signals, driving through the millisecond tohof the production of the
reference signals and ending at an analysis of the effedtsesk sources on the power
system.

The study of the behavior of the bulk power system is usualtjentaken at a millisec-
ond level. It can thus be safely assumed that the micro sdewetiswitching actions of
the converter switches occur as expected. With this in tige th& onus is now to obtain
the appropriate reference signals at the millisecond Iéde rapid growth of microgrids
has ensured that there is adequate literature on this aspechtrol. As microgrids are
designed to be self-sufficient and can be expected to islamd the main grid, voltage
and frequency control within the microgrid is of prime imfarce. The presence of diesel
generators in microgrids is quite common and with this agdée¢ discusses the frequency
and voltage control in a small system when an unintenticahding of the microgrid oc-
curs. The vital point raised by the authors of this paper a timder certain conditions,



renewable energy sources will have to operate in a deratedenaThis can bring about
more control and also provide a reserve margin as shown ipaper.

With an increased penetration of CIG in the transmissiotesysit would be worth-
while to have these sources contribute to the frequencywesgoReferencelld] presents
few of the key issues that surround this ideology. One of #iseies mentioned is that
since renewable energy sources are variable, they canrumtrisédered as reserves. Due
to this variability, many utilities are hesitant to incluttese sources into the dispatchable
set of sources. Further, unlike synchronous alternatoishwmave a large mass, wind
turbines are comparatively small and their inertia contidn is thus relatively small.
Their contribution can only help during the interveningeimhtakes for the slower acting
conventional units to react. The authors mention the négesfsdesigning primary and
secondary frequency response control loops which woulavabtthe presence of mini-
mal storage devices. Also, concerns have been raised dimlatak of accurate dynamic
models to represent these sources. The most significanttadp®vn by this paper is that
with the addition of wind generators to the system, the tokttia of the system is shown
to increase with the conditional clause that the inertishefwind turbines isime depen-
dent Few other papers1pP-22], have tackled the issue of getting wind turbine machines
to participate in system frequency regulation. These Eagiscuss a variety of control
mechanisms and strategies specific to wind turbines. Ththeyboncept of these mecha-
nisms are sound, their testing and validation has beennpegfibonly on small systems.

One of the aims of this project is to explore the possibilitpperating a CIG grid in
the same manner as the present grid. This would prevent aeetent for a large scale
change in terminology and metrics. Similar to primary frexey response in the conven-
tional power grid, the concept of applying droop control émewable sources has been
widely discussed in43-29]. However, as with previous literature, these papers dscu
the control strategies within a specified microgrid. Theasgt of derating renewable
sources is further explored i24] wherein the possibility of a frequency reserve margin
from wind generators is made possible. Also, the authonsge®to continuously vary the
droop coefficient with variation in wind velocity. In ordey improve the accuracy of ex-
isting droop control,25] proposes an addition of a supplementary control loop Wit
introduces cascaded control loops of angle, frequency angpin order to improve the
power sharing accuracy in microgrids. The conventionajdescy droop control loop is
augmented with an angle quantity to improve its accuracy.

Most of the above literature is based on wind turbine generatchines. Since these



are rotating machines with some amount of kinetic energig @asier to control them
for frequency response. However with photovoltaic soufeesother issues arise. These
are succinctly described ir8{]. The authors state that if PV sources are to contribute
to frequency response, then, three options are availabjeCqntinue operation of PV at
MPPT with energy storage devices; (2) Utilize a load bankuimp the surplus power; and
(3) Make the PV sources dispatchable. The author8Hfgnalyze that the best return on
investment is obtained by operating the sources as disgaliebources. In order to tackle
the input power fluctuation3p] proposes a fuzzy based frequency control for PV systems
while [33] proposes the use of an electric double layer capacitor fataia a spinning
reserve.

Presently, utility scale solar plants have the capabibtgurtail their power output on
the directive of the system operator. In addition, if cuetdj they also have the ability to
increase their output if require@4]. It is thus not unrealistic to assume that in the future,
with increased penetration of renewable resources, stdatp(and wind farms) can be
scheduled to operate at an operating point below their maximpower output thereby
providing a reserve margin to the system. Further, with ticesiase in renewable energy,
energy storage elements will have a significant presenceharsdalso contribute to the
reserve margin.

It has thus been established that there exists sufficienatitre describing the possibil-
ities of frequency recovery in the presence of CIG. Howeagsnmnentioned before, these
techniques have only been tested on small systems. As thasees start appearing in
the transmission system, the long distances and the reqgirigto transfer reactive power
may play a role in deciding the stability of the system. Wehe&wable resources, the ques-
tion of variability and adequacy of reserve comes into tloeype. The aim of approaching
close to 100% CIG in the power system includes the possilofithaving conventional
synchronous machines also interfaced to the network vigertars. Hydro power plants
and gas turbine units can be hooked onto the grid in this mrafoe these sources, vari-
ability and adequacy of reserve is no longer a major issueveider the issue of reactive
power support over long transmission lines still existsisTdan be a deciding factor in
the stability of the system. According to the authors &f]] CIGs providing reactive
power support can increase the probability of islandingeesly when the penetration
of CIGs is high. However if the power grid has to function intalde manner, CIGs will
have to be called on to provide reactive power support as &éas analyzed in36] with
the possibility of wind turbines providing reactive poweipport to improve rotor angle



stability.

Analysis of the behavior of these sources in a large powdesyfas turned up very
few articles in the literature. Further, with most convetiased units appearing in the
distribution system, it is assumed that these units willehaggligible impact on the be-
havior of the bulk power system. The authors &7][have analyzed the effect of these
units and have arrived at the conclusion that the effectstamagly dominated by the type
of distributed generator technology. The authors have tleedmall standard New Eng-
land Test System in their work with the maximum penetratibmaditional CIG being
around 33%. According to the authors, raising the penetrdével above this value was
considered unrealistic as it would require a reconsidamadf the classical power system
concepts. A maximum penetration level of 30% was consideved in [L2].

The first inkling of an analysis of a large power system witle€is provided by 38]
wherein the impact of wind generators on the primary fregyerontrol of the British
transmission grid has been analyzed. Though these gerem®assumed to not have
any frequency control capability, an analysis of the amaidmeserve required has been
carried out. Subsequent to thid,]] and [39] have analyzed the effect on the transient
and small signal stability of the power system due to inadaeenetration of DFIG based
wind turbines. Further, a control strategy has been prapbgethe authors in39] to
alleviate the impact of wind turbines in large power systeHmwvever, though the system
considered is large, the total penetration of CIG is quite lo

With the consideration of a large system for analysis, ngrtied Western Electricity
Coordinating Council (WECC) system}(] examined the impact of PV sources on the
small signal and transient stability. A portion of the camtéenal generation was replaced
to include the PV sources. However the PV sources were addgdmthose parts of
the system that contained relatively large amounts of auimeal generation. It has also
been assumed that the reactive power support decreasemaevighse in CIG as most of
the sources are rooftop PV which are not allowed to regulaliage as per the existing
grid code. The utility scale PV sources however provide treagower support. The
analysis has been carried out with a maximum penetratiof%f Ry the authors. Further,
the PV sources were assumed to operate in a constant power. ntogas shown that
these sources can be both beneficial and detrimental to bawioe of the grid. The exact
effect depends on the location of the disturbance and ttaitotof the PV sources.

The analysis in41] is with regard to the impact that CIGs will cause on the modes
of oscillation of the power system. The authors tackle tis& t analyzing the behavior



of a future WECC system, year 2020 and 2022, with an increpseadtration of CIGs.
The impact of these devices on the existing electromechbmodes has been analyzed.
Following this, it was further analyzed that certain modethe inter area frequency range
arise that are entirely due to CIGs. This aspect of operagioital for future high pene-
tration schemes.

In [42], a renewable penetration of 53% has been assumed and iekasshown that
for most contingencies, the system is stable and the behabkides by the grid code.
The effect of converter based sources contributing to faqy response has also been
explored. However, the renewable sources were again spizads the system and not
concentrated in a particular area.

It can thus be seen that there has been little work done wgtardeto examining the
behavior of large systems with increased penetration osCIhis project aims to study
this aspect of large system with close to 100% penetratid®i@f. Along the way some
control strategies for the safe and stable operation of systems will also be proposed.
Further, there has been little work done with regard to aersition of detailed represen-
tation of loads. ReferencdJ] discusses the stability of a CIG based microgrid along with
a converter interfaced load. With the growing popularitgohverter based motor drives,
the analysis of converter interfaced loads are as impoas@iGs for a future grid which
this project aims to tackle. By tackling such issues theaihjes of the project would be
satisfied.
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3. Mathematical Model of the Power System

The power system is considered by some to be the largest rade-machine in the
world. With a vast network of transmission lines spannin@ss large geographical areas,
interspersed with generators and load centers all opgratialmost the same frequency
and in unison most of the time, it is indeed a large machinee fuits size and com-
plexity, detailed mathematical models of its componerggaquired to study its behavior
using computer simulations. The general equations of tidimear power system can be
described by a set of differential and algebraic equatisne .1) [44]:

&= f(2,y,u) (3.1)
0=yg(z,y)
where, X is the vector of stateg; is the vector of network variables andis the vector
of inputs/control signals. The functiorisand g represent the right hand sides of the
differential and algebraic equations respectively.

The differential equations represent the dynamics of eammiper device of the power
system. These equations usually represent the sectioa pbthker system which is behind
the network bus and not represented in the power flow. As amgbea these equations can
represent the dynamic behavior of the internal operaticasfnchronous generator. The
network variables of the vectgt bus voltage for example, depict the boundary between
the device and the network. The algebraic equations of thetiftng link each device to
one another through the network admittance matrix.

Simulation of large power systems involves a significant potational burden. To
this end, commercial software such as PSLF, PSS/E and DSK &oe employed. In
this project, PSLF has been used to run the simulations.dridlfowing sections of the
chapter, the mathematical models of few important deviassysed by PSLF, will be
discussed.

3.1 Synchronous Generator Model

In a large power system, depending on the system size, caityplstudy criteria
and area of disturbance, models with different levels ofpdifilcation are utilized. Three
commonly used models are discussed below in increasing ofdanplicity.
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311 TheE”Modé

This model is also known as theoltage behind subtransient reactance modét’is
derived from the full model with the following assumptions:

1. The transformer voltage terms, and )\,, are considered negligible in the stator
voltage equations when compared with the speed voltagestekmandw\,.

2. Additionally, in the stator voltage equations, the vidoia of w is considered negli-
giblei.e. w = wg.
The stator voltage equations get modified as showi3.i8) (pon incorporation of
the above assumptions.
Vg = —’l“id — W)\q - Xd Va — —’l“id - CUR)\q

. = (3.2)
Vg = —Tig +WAg — Aq v, = —Tig + WA

3. The subtransient reactances alongdla@dq axis are assumed to be equall!, =
Ly.
It should be noted that both the field circuit effects and tamper winding effects are
represented in this generator model.
Representing all flux linkages as corresponding generadieskthe final stator voltage
equations are,
. . " "
Vg = —Tlg — ;X +¢€
‘ ¢ (3.3)
Vg = —Tig +igr" + €]
The EMFe” = ej + jey is known as the voltage behind the subtransient reactartte an
the equivalent circuit of the generator in thlecframe is as shown in Figui@ L With the

Figure 3.1:E” model equivalent circuit

stator voltage equations defined, the remaining dynamiateaps describing the machine
can be derived as in Chapter 4 &f]. In salient pole machines, in addition to the damper

12



winding, a fictitious short circuited winding is assumed t® ffiresent on thg axis to
mimic the field circuit winding in thel axis.

The final equations obtained as are given below:
1

27\/_E,——)\D+—( ! —l’g)’id (34)
Tdo Tdo
Vi = Vg, @ d) @ima), VBl @) @]
— /
Tdo Tao (T — @) Tdo (), — x¢) (3.5)
(za — ) (xy — xy) Ap
Tao (g — Te)
1 :
\/_Ed 7 )\Q + 7_7 (x; - l’g) lq (36)
q0 q0 q0
/ (QE/ — ) q T/ ; 2 d
qu q ? q0 (.Tq xg) (3 7)
() (=)
/ 2
q0 (xq - 33@)
2HW = T,, — e4iq/3 — €jia)3 — Dw (3.8)
b=w-—1 (3.9)
These differential equations are supported by the follgveilgebraic equations
o "
e = Y= e E + Yo~ Tay (3.10)
QEd — Xy xd — Ty
o = x, IRV 1R _:”q L (3.11)
33 — Xy

This simplified model is the most detailed model used in pasystem transient stability
simulations and its model name in PSLF is GENROU.

3.1.2 The E'Modd

While the previous model accounted for the subtransiecuitieffects, this model
considers those effects as negligible. The remaining twaraptions with regard to the
transformer voltages and the variatioruo$till hold for the two axis model.

With the absence of the subtransient circuit, this modelss known as thévoltage
behind transient reactance modelThe equivalent circuit for the model is as shown in

13



Figure3.2 As a further approximation, the model can be representedvattage behind

Figure 3.2:FE’ model equivalent circuit

the d axis transient reactance. The detailed reasoning behiadgproximation along
with the complete derivation of the dynamic equations camliitained from Chapter 4
of [44].

The final dynamic equations are as given below:
1

do
E, = L/ (—Eq — (zg — 27) 1o) (3.13)
q0
2H = Ty, — (Ehla+ E)L,) + (L, — L) Ial, — Dw (3.14)
b=w—1 (3.15)

3.1.3 Classical Mode

This is the most simple model for the synchronous machine. sigmificant assump-
tions made for the development of this model are as givermbelo

1. The air gap flux is constant. Thus the effects of armatwaeti@n are neglected.
2. The voltage behind the transient reactance is constant.

3. The motion of the rotor of the machine coincides with thglaof the voltage behind
the transient reactance.

4. No damper windings exist.
5. Input mechanical powd?,, is constant.

Since constant flux constant voltage is assumed, no exuitatistem can be used for a
generator represented by this model. Further, since theomof the mechanical rotor

14



angle is assumed to coincide with the internal voltage anmglegovernor model can be
used with this machine representation.
The equations representing this model are as given below:

2How = P, — P, (3.16)
b=w-—1 (3.17)

where, P, is the electrical power injected into the network at the feats of the machine.
The value of this quantity can be obtained by using the ndtadmittance matrix. In
PSLF, this model goes by the name of GENCLS.

In simulations it is common to take one synchronous machsrieareference machine.
This is done to avoid the dependency of the rotor angl@s each other. Thus the angular
velocity differential equationsif/dt) are written using relative angles instead of absolute
angles.

3.2 Governor Model

The main function of a governor is to vary the input power te generator in accor-
dance to the variation in frequency. While governors maeladitional tasks depending
on the type of fuel used, the main operational loop of all goees remains similar. To
bring about primary frequency response, a droop contridlerade use of in governors.
The operational characteristic of droop controllers istes in Figure3.3. At the rated

ol pul o

R=0.03~0.05

Figure 3.3: Droop characteristic

frequency ofw, = 1.0pu the output of the generator is the scheduled paferWith a
drop in frequency, the characteristic makes the govermoease the active power thereby
arresting the fall in frequency. Eventually a steady stetgudencyw, is attained with an
increased power output f.
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Based on this characteristic, a simple governor model caebeed as shown in Figure
3.4. The differential equations describing the dynamic bebraef this governor are as

given by @3.18-(3.20.

Ao=(o—o,) - P
1 1 > 1+sT, | m
R A 1+sT, 1+sT,

51 Sy
Pref
Figure 3.4: Governor based on droop characteristics
dsq 1 Aw
= |P— — — 3.18
it~ T { "R 81} (3.18)
d82 1 T1
R — Sy — §1— 3.19
T [81 S9 51T2:| (3.19)
T
Py = 83+ 510+ (3.20)
15

In PSLF, a governor model very similar to this model is préseler the model name of
TGOV1.

3.3 Static Exciter Model

Any realistic generator modely” or two axis model, has to have an associated ex-
citation system model to represent the exciter. While a hdrad generators across the
system continue to have a DC exciter, the static exciter hadtushless AC exciter are
the most common exciters nowadays.

The basic framework of a static exciter model is shown in Fa@u5 with the dynamic
equations given by3(21)-(3.26).

dSl 1
& T (Vi = s1) (3.21)
e=Vig—s1— f (3.22)
d82 1 Tc
e . 2
7T [e Sy — e TJ (3.23)
ng dF 1 TC
oS K | - F 24
at At T, { “ [sﬁeTJ } (3.24)
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v, 1 1+sT, K, E
—>— —— >
1+sT, 1+sT, 1+sT,
S, S,
Y
< sK; <
1+sT,

Sy

Figure 3.5: Static exciter basic framework

d84 1 —Kf
i e el iy -, 2
at Ty { T 84} (3.25)
f=s4+ phs (3.26)
Ty

In AC and DC exciters, the signal is the input excitation to the exciter and the armature
voltage of the exciter becomes the input excitation to theebyonous machine. In static
exciters, the signall can be directly applied as the input excitation to the symcbus
machine field winding and under these circumstances, thiskcan be denoted d%-p.

In PSLF, the AC and static exciters models EXAC4 and EXST luaseal.

3.4 Load Model

While nonlinear loads are represented by differential @qna depicting their dynamic
behavior, static loads have been traditionally represdoyesither arexponentiamodel or
apolynomialmodel. Both models can represent a load as either consteser poonstant
current or constant impedance. Usually a complex mix ohadle types of load are present
in the system at any given point in time. However, if for soreason no detailed load
information exists, then active power loads are represiadeconstant current loads while
reactive power loads are represented as constant impelbaaise]l 6].

Often even active power loads are represented as constpetance loads. With this
representation, all static loads can be absorbed into thtersyadmittance matrixdf].
The current injection into the network now comes from onlysth components that have
been represented by dynamic equations. The load buses wabeneliminated from the
network equations using matrix reduction technique$. |
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Since all generator models are representative of a voltagmt reactance model, the
generator reactance too can be absorbed into the admittaaice and thereby represent
the generator internal bus as being directly hooked onta¢ihsork.

3.5 Network Model

While running a power flow algorithm, the slack bus angle igally set to zero and
taken as the reference for all other bus angles. In dynammalations the slack bus
voltage phasor is considered to coincide with @exis of the synchronously rotating
network frame of reference with th2 axis leading th&) axis by90°.

The network equations 0o8(1) i.e. g (z,y) = 0 describe the transmission network in
relation to the bus quantities and injections as given384 & (3.28).

I=YV (3.27)
where,
I, Vi
= L andV £ Vs (3.28)
1, Va

To complete Ohm’s lawy” is the reduced admittance matrix of the network.

Since a network reduction has already been performeadV are vectors of length
nxlwherein it is assumed that there arbuses in the system at which a device is present
with its behavior described by a set of differential equagioCorrespondingly, the matrix
Y is of sizenxn When each phasor @ V andY is projected into its components onto
the DQ frame, then the length of the vectors becoPmx1while the size of the reduced
admittance matrix becom@sx2n

Each synchronous machine is said to hadeg axis which rotates in synchronism with
the rotor of that machinetp]. Due to the different loading levels of each machine,dbe
axis of any particular machine will be displaced from thewwek DQ axis by an angle
eqgual to the torque angtleof that particular machine. Figu®6 shows the displacement
between the two reference frames for any individual machifi@e relationship between
the network and machine frame quantities, as given3u¥d, can be easily obtained by
inspection of Figure.6.

Vi + 3Vpi = (Vg cos §; — Vi sin ;) + j (Vg sin é; + Vg cos d;)

| (3.29)
= VD7Q = Vd,qeﬂsi
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Figure 3.6: Machine and network reference frames for maadhin

Therefore, 8.27) can now we rewritten as,
]D,Q = YVD7Q = VD,Q = Y_1]D7Q (330)

Since the aim of a dynamic simulation is to observe the behafithe devices connected
to the network, it is preferred that the machine referenamé is maintained throughout
the simulation. Thus3(30 has to be converted from the network frame to the machine
frame. The procedure as given #] is discussed below.

Using the transformation factor defined i8.29, a transformation matriX can be
formed for the entire network. Since the transformationdafor each bus is independent
of the other buses, the matrxwill be a diagonal matrix of sizexnas given,

g0 .0 e 0 ... 0
0 &% . 0 0 —i%2

T_ ¢ T = ‘ (3.31)
0 0 .. e 0 0 ... eI

The vector of voltages in the network and machine frame @regfce is given by,

Vor + Vb1 Vo +JVa
Vpo — Vo2 +7Vb2 Vi — Ve + Va2 (3.32)
Von +] Von Vin +j Vin
Using the transformation matrik, the two voltage vectors can be related as
Vo =1 Vaq (3.33)

Vag=T "Vpo=T"Vpg
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Similar equations can be written to relate the current veatbboth frames of reference.
To transform 8.30), the relations in3.33 are used.

Ipg=YVpo= Tl =YTV,, (3.34)
Upon premultiplying byI" !,
Lig=(T7YT) Vyg 2 MVyy < Vyg =M1y, (3.35)
where,
M2 (T7'YT) (3.36)

Thus @.39 gives the desired relation between the currents and \edtafj each device
connected by the network, in the machine frame of reference.

If each device is represented as a Thévenin source, thesolhion of the differential
equations will give the values of the voltage vector 83§. In order to proceed to the
next time step,3.35 is now solved to obtain the values of the current vector.séhgew
values of the current vector are then used in the next tinpetstebtain the solution of the
differential equations. If the devices are represented@$oN sources, then the solution
of the differential equations would return the values of¢heent vector and335 would
have to be solved to obtain the values of the voltage vector.

Since the transformation matrik depends on the torque angle of the machine, the
transformation plays an important role in the dynamic satiah.

In the following chapter, the modeling of the converters #mar corresponding control
strategies will be discussed.
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4. Modeling of Converters

The previous chapter discussed the mathematical modetipgcts of théconven-
tional’ power system. Recently, due to the increasing addition méwable sources of
energy, converter models are being included into all corsraksoftware. These models
however differ in complexity from one software vendor to @ner. In addition, the de-
velopment of generic models had been stalled for quite somedue to non negotiable
proprietary information held by the manufacturers. In PSihEé converter models and
their associated control models are mainly representafi@E’s converter models for
wind and solar application][3,46], though, some manufacturer independent wind mod-
els also exist. The basic framework of connecting a convbedsed source to the grid in
PSLF is as shown in Figure1[2] for a solar photovoltaic source and in Figure [ 3] for
a wind turbine-generator.

reg bus

term

Trip Signal
Y Y h J

, (P) AL

Command et ~

- ' |

Control Converter T < I:;.

Model o Model L J L

= P. Q ) )
pvle gen, “gen
Iy (@) pvlg .

Command

I

| Solar Power :
| Model I
: (User-written) :

— -

Figure 4.1: Modeling solar photovoltaic plants in PSIF [

4.1 The Converter Model in Commercial Software (pvlg,gewtg )

The converter is the interface between the source of powkttennetwork. In PSLF,
the modelgpvlgandgewtgrepresent the converter model for solar photovoltaic amatiwi
applications respectively. There is minimal differencenmen the two models. Figure3
shows the block diagram of this converter modé! [n PSLF, the converter is represented
as a current source which injects the required current imonetwork. The active and
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Figure 4.2: Modeling wind turbine-generators in PSBF [

reactive current commands are issued from the control blddke model receives the
individual current commands and injects a complex curnetat ihe network. The 20ms
time constant represents the switching of the solid staitels@s within the converter.

Apart from representing the switching action of the corsetuilt into this block is the
behavior of few limiting devices. The low voltage power logiVPL) uses the terminal
voltage to control the upper limit on the active power ingett If the bus voltage of the
converter falls below a certain value, due to the occurraice disturbance, the LVPL
block will reduce the upper limit as per the characterishiovgn. Within a range of low
voltage values, the active current upper limit is varied imear fashion. If the voltage
falls below the lower boundary of the range, the active aurtgper limit is made zero.
In the normal operating voltage range, the LVPL block dogsaffect the active current
upper limit. All settings in the LVPL block can be set by theus

Further, two algebraic current limiters are present intihigk. Thehigh voltage reac-
tive current managemesection is instrumental in reducing the reactive powerciige if
the terminal voltage rises above a certain user defined lirhi user also has the freedom
to set the rate at which the reactive power is ramped downlovheoltage active current
managemensection takes care of reducing the active power injectedewthe voltage
falls below a certain value. Its function is similar to theR) block.
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Figure 4.3: Converter model in PSLE|[

4.2 The Converter Control Model in Commercial Software
(pvle,ewtgfc)

The control model is responsible for generating the actiw r@active current com-
mands for the converter model. The block diagram of this rmaddepicted in Figure
4.4[4]. The bottom section of the model shows the calculation eféattive current com-
mand. The reference active powét,.;, can be either set by the user using an external
user-written dynamic model or the value scheduled in thegodiew. This feature thus
allows for the inclusion of a governor type model to set thiavag@ower as will be shown
later on in this report.

The model allows for three different ways of setting the tiwaccurrent command.
These various modes can be toggled usingvidwtlg parameter as shown in the block
diagram. These different ways are:

1. PV VAr controller emulator: This emulator is nothing bw@tage regulator. The
terminal voltage is compared to its reference value and ¢éseedd amount of reac-
tive power is calculated using a PI controller.

2. Power factor regulator: The converter can be operatediesiaed power factor and
the reactive power is calculated based on the required pfagtr and the active

23



o,
E : ! : e
- TR {5} f@ - v E - — ks
1481, | - ' L= T3l
2 | [, |4 Tff Qo 1220

Vi1 ot T+ 5T, il varflg
Vaa 1 i
Mevi, | £ ¥ a
< Vi, Y {[¥71

PV Var Cantr '.'I'.' T s T i Qe

NI LT Mwgrats 52 and s4 * "

Emuiator 9 [ —
PFA Q. ¢ T4 G
yraf) — --]';}— wref)
) l 0 Qord
Pa 1 X 4. [vred)
| | W —— ———
1+ sT, = A
plally
madel[@index].sigwal[(]
Qyen
Vovas L
a. o g T e
(T (Kl s QE)——| Kals | - -
P ——— LR e etfd)
Ve, Vi it Topvig
g i Model
r | 1
Fy@ Priarity Flag |-| Converter Current Limit |

Pont Py EI il .
- - ! | d
(wsig) ! {laciiid)

\'rl.': n

Figure 4.4: Converter control model in PSLH [

power.

3. User defined reactive power: The user has an option togeavivalue of required
reactive power.

The converter current limit block ensures that all curreminmands are within certain
limits. The details of the operation of this limiter are pidad in [2].

4.3 User Defined Converter Control Model

While the control model described in the previous sectios feand to work as per
design and specifications, it was deemed to be complex. Watkaim of achieving close
to 100% CIG penetration, a requirement arises for simplatrobstructures bearing in
mind that the stability of the system hinges upon the inteya®f these controls with one
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another. In addition, as different manufacturers wouldetttreir own variation of control
architecture, a simple control was used to focus on the mafdéle converter. With this
objective, a controller as shown in Figutés was designed for the converter.

K
p } Qmax
Vt 1 + Qcmd IQcmd
> 1+sT,
K [*4 Q-
S Is
-« ! 1%
Qg t
(a) Reactive power controller
P X
A m - 1 Pcmd " IPcmd
bo fiR}s(E- -
0-0,) + L+ sTop /
S, ?
Pref Vt

(b) Real power controller

Figure 4.5: User defined converter control model

The effective real power order (Figude5(b)) is a combination of the power setpoint
and the active power droop coefficient while the reactive groarder (Figured.5(a) is
obtained from the voltage error along with a reactive poweod. The QV droop is
instrumental in obtaining a stable operation between aterewhen multiple converters
are connected to the same bus. The active power droop cesffisidenoted a&, and the
reactive power droop coefficient is denotedfas The equations describing the behavior
of the controller are given byl(1) to (4.5).

1 K Vi — 92— By (4.0
d82
= = W)+ [Vi— s (4.2)
% - (1/TGpv> * [Pref - (AW/RP> - 83] (43)
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Qemd = 51+ K [Vier — 52 — RyQy] (4.4)
Pcmd = 83 (45)

Limits have been imposed on the maximum active and reactweepand minimum
reactive power deliverable. In choosing the limits for tkeaative and active power, it
has been assumed that the converter can withstand an arstans MVA of 1.7 times its
rating. Further, it has been assumed that at a terminalgmlevel of 0.75pu, the minimum
operable power factor is 0.4. As the voltage dips, the limitthe converter control will
change to allow for more reactive power to be delivered wtuigtailing the active power
delivered to meet the MVA rating. Though a terminal voltag®.G5pu has been chosen
as the minimum voltage, the maximum deliverable reactivggros maintained constant
for voltages below 0.8pu as shown in Figu&. The value ofg,,.., is taken from the

Qmax A

2

‘\/
A max, A N

qmaxl

0.75 0.8 1.0 V

Figure 4.6: Variation of);;,,,;; with V;

power flow but is assumed to be the value of maximum reactiveepat a voltage level
of 1.0pu. The value of,,.., is obtained as given by}(6).

Gmazs = L7+ MVA? 5 (4.6)
1+ (me=3)

tancos—10.4

Therefore, at any voltage leve] above 0.8pu, the value qf,.. is obtained as given by
(4.7).
Amaz = Qmax + M (‘/t - 10) (47)
! 0.8—-1.0
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The value ofy,,,;,, is maintained constant as specified in the power flow whiletagimum
active power is obtained as i4.g) to maintain the MVA rating.

Pmaz = /(LT * MVA)?2 — @2, (4.8)

Since an integrator is present in the reactive power loop wimdup limit has been
converted to an anti-windup limit as per the scheme mentiamgt7]. The block diagram
of this conversion is as shown in Figude7 where the value of;;,,;; is appropriately
chosen.

p Qmax
Verr p Qcmd /_ Qcm‘

K

limit

Figure 4.7: Conversion from windup to anti-windup limit

To model the converter, a voltage source representatidmeofdnverter has been pro-
posed in this research work. The voltage source represamtads first been modeled at
the electromagnetic transient level using the PLECS $oftware package. This model-
ing has then been used as a basis for the development of ¥pgsijuence phasor model
which is required for large scale grid simulation. Using HeECS software package, a
detailed switching model of the converter has been simdilaféhe control mechanism
described in Figuré.5is used to generate the current commands which are then used
as shown in Figurd.8to generate the reference voltage wave to obtain the puldth wi
modulated signals. A 5 microsecond time step has been uséuefsimulation. The fast
inner current control loops are required in the electroneéigriransient simulation to ob-
tain the magnitude and phase angle of the PWM referencegeoiteave. This detail of
modeling the voltage source converter and its control isdwawnot suitable for the simu-
lation of large networks as it would require a smaller timepstf simulation to accurately
capture the inner loop behavior and this would considergiayease the time duration of
simulation.

Due to the effect of grid impedance on the operation of thermurrent control loop
[49], a wide variety of inner current control loops are used iagtical inverters with the
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Figure 4.8: Inner current control loop in PLECS to generatéMPreference voltage wave

common characteristic of response times that are very fiastlation to the bandwidth
proposed for grid level controls. Accordingly, the gridéémodeling used in this project
represents the behavior of the inner control loops by sirtiple constants. Hence, two
alternatives can be considered for modeling the converigrssitive sequence:

» With the assumption that the inner current control loopeisnquick, the converter is
modeled as a specified current boundary condition on théiym®sequence network
solution model. This representation has been referred theaboundary current
representation wherein the valuesipfandi, from Figure4.10 are the boundary
currents as shown in Figure9.

 As the converter is a voltage source converter with a velsmurce on the dc side,
the converter is modeled as a Thévenin voltage sourceideddry Figuret.10and
(4.9) and the active power controller is modeled as shown in Eigurl

I Qcmd
I grid
NAAAA,
X
I Pcmd €

V

t

Figure 4.9: Boundary current converter representatiopésitive sequence simulation
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Figure 4.10: Voltage source converter representationdsitipe sequence simulation

Ed - Vd‘i‘ide —inf
E, =V, + iRy + 14Xy

(4.9)

The converter representation includes the effect of theottage and the amplitude modu-

Pmax
AU) - 1 Pcmd/_ + IPcmd
(0-0 )' 1/Rp +@ 1+sT,, /’() g
s T S3 ? +

Pref \%4

t

P —» K. /5|

actual 1p

S4
Figure 4.11: Modified active power controller for voltageisme converter representation

lation ratiom of the pulse-width modulation control depicted by the PWiddilin Figure
4.10 To achieve a steady state modulation ratio of 0.6, thearavoltage ;) and dc
voltage {/,.) are initialized to be:

\/ Ei + E? \/ Ei + E?
Vr = TS Vie = m
At every time step, the values &f; and E, from (4.9) are used in the following manner:

(4.10)

« magnitude and angle of the required internal voltage igiobtl as$£| = |/ E; + E?
and¢ = tan~*(E,/E,)
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» The modulation index is calculated as= |E|/Vr. The value ofn is limited to be
between 0.4 and 1.0.

» The phase voltage values are then obtainefl,as = 0.5mV,. cos(wst + ¢ — 1207)
wherew is 377rad/s andi = 0,1, 2

* value of £} and E; (E*Z¢) is obtained by applying Park’s transformation bp ...

A lower steady state modulation ratio will require a highewdltage magnitude to main-
tain the same ac voltage and would restrict the lower bandofiéipe modulation ratio.
A steady state modulation ratio of 0.6 has been chosen tar &lba sufficient range of
values for the transient modulation ratio.

In addition, two protection schemes have been incorporated

» As the converters have a hard current limit, an instantagewercurrent protection
has been implemented with a cut-off current of 1.7 Pu [

» A time dependent overvoltage protection has also beeremghted. If the voltage
at the terminal/; rises 0.15 pu more than the steady state voltage for moreédthan
the converter is tripped.

The implementation of this converter and its associatetrober for positive sequence
time domain simulation was carried out in PSL39] by writing an EPCL code as given
in AppendixA. EPCL is PSLF’s in-built programming language.

4.4 Induction Motor Drive Model

The need for precise speed control of induction motors readtezl in the development
of speed control power electronic drives. In a futuristicgboth the generation source
and the loads could be interfaced through converters. Htisiimportant to simultaneously
develop positive sequence models for converter interféuaads.

The equations representing the induction motor are as @@®@lin [L6] given here by
(4.1D-(4.13. As a squirrel cage induction motor is assumed to be usedrator side
equations of the machine are not present and only the sigatiens are required along
with the swing equation of the machine.

dw,., 1
= s (D= T) (4.11)
dv . X2 s X!
Tod—td = —Vg — Y’qu + Tq (412)
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The control diagram of the speed control drive model is shiovifigure4.12[51]. The

(4.13)

Va
]
)
ref
. + Inverter

Figure 4.12: Control diagram of induction motor speed anlrdrive

rectifier for the drive was considered to be an uncontrolldicdbfidge diode rectifier while
the sinusoidal pulse-width modulation reference signaehaded byV ¢/ andw’¢/, was
generated to maintain constant flux inside the motor and tedaia constant rotor speed
of wre/,

In the following chapter, a discussion of the results veéndythe performance of this
converter control for various system configurations andindection motor drive model
is recorded.
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5. Simulation and Results

The performance of the converter and its associated coma®first validated with the
performance of the converter in PLECS by using a simple {etem. Following this, the
performance of the converter was analyzed in a 3 generastersyand the 2012 WECC
system.

5.1 Converter Model Validation in a Two Machine System

A C code was written to simulate the time domain dynamic rasp®f the converter
representation shown in Figure$.5and4.10 A simple test system as shown in Figure
5.1was constructed to compare the behavior of the converteehiiwgositive sequence
with its behavior in PLECS. The loads were treated as cohatimittance loads. For the

10 MVA
@ X'=j03,H=22
8.0 MW
@ 13.8kV
KAV VALV
SSANN E
S i
® | 34.5kV
S = ('J:
) 1 o \N\NN
SSAN NS
sMw 8Mw S o
0MVAR U MVAR
®© 0.6kV
10 MVA
J R+jX=0.001+;0.5
0.0 MW

il

Figure 5.1: Two machine system

simulation, the synchronous machine was represented hyna rotorgenroumodel with
an inertia constantl = 2.2s along with an associated governor and static excitetem
To observe the response of the converter, an additional 8M#/switched on dt= 1s at
bus 2. Following this, at = 1.1s, the reference command to the converr(in Figure
4.5(b) was changed from OMW to SMW.

In the PLECS simulation, a 5 kHz switching frequency was usedbtain the pulse
width modulated waveform. The reactive power loop had gafré.0 and 20.0 respec-
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tively for the proportional and integral controllers in hd®LECS and the positive se-
guence simulation. The active power integral controllethie positive sequence simula-
tion had a gain of 0.5.

The comparison between the PLECS simulation and the pestguence model is
shown by the active power output of the converter in Figu&e Further, Figures5.3and
5.4show the 3 phase voltage and current waves at the convertgngds. From these fig-
ures it can be seen that the response of the converter is etedph approximately 50ms
and the demand is quickly met. However, the positive seqieesponse differs from

12

—PLECS
- - -Positive Sequence

10

Power (MW)

Il
0.8 1 1.2 14 16 1.8 2
: N )

0 0.5 1 1.5 2 25 3 35 4 4.5 5
Time (s)

Figure 5.2: Comparison of the converter active power oubptiveen PLECS and positive sequence
simulation

the PLECS model response at the instant of disturbance. €éxsem for this difference is
the fact that in PLECS, a differential equation model is usedepict the filter inductors
of the converter whereas in the positive sequence modeliltdreinductor is represented
algebraically as a simple reactance. Hence the PLECS respora disturbance shows a
small finite time constant as opposed to the instantanespsinse obtained from the pos-
itive sequence simulation. This representation of the etmlus required for the point on
wave type of simulation carried out in PLECS whereas the @hsisulation is unable to
represent this feature. Secondly, as the PLECS simulatosksaon instantaneous values
of voltage and current, a phased locked loop is requiredaitktthe phase angle of the
voltage at the converter terminal and a small time conssaassociated with this tracking.
As expected, the response of the converter to the step change, is completed
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age source without the explicit representation of the irmuerent control loop shows the
same behavioral trend as the electromagnetic transientaiion. Thus while simulating
large systems, this simplified model can be utilized.

The behavior of the PLL is intertwined with the value of th&filinductor and the gains
of the inner current control loop. In order to restrict thegemtage of ripple in the output
current, the value of the filter inductor is decided basedhenswitching frequency. In
addition, the switching frequency imposes a limit on theent loop bandwidth. Further,
the PLL bandwidth should generally be lower than 60Hz in godnected applications.
In this project, the value of the filter inductor was so choggto restrict the current ripple
to a maximum of 5%.

The sensitivity of the converter response to the PLL gairsistzown in Figures.5.
Indirectly, the sensitivity of the converter response @\hlue of the filter inductor is also
conveyed by the same curve. It can be seen that as the PLL bsadawer (lower gain),
its effect is reflected in the performance of the converténéfew milliseconds following
the disturbance. For this value of filter inductance, a fa3kté makes the system unstable.
The next section will discuss the implementation of the difiepl time domain converter

12 |
— Original PLL gain
100 ---Half PLL gain ||
-~ Quarter PLL gain
8, —|
g
& 4r 7
o
2, _
0, —

) | | | |
1 1.5 2 2.5 3

Figure 5.5: Converter active power output for different Ridins

model in commercial positive sequence time domain simutegdftware.

5.2 Results in Commercial Software

The two positive sequence converter models namely, thedawyrcurrent injection
and the voltage source representation of the convertee ingslemented with the ‘user
written model’ feature of the large scale grid simulatioognam PSLF.
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5.2.1 Small Scale System-Validation of Results

A three machine nine bus equivalent systef] [shown in Figure5.6 was used to
validate the performance of the developed converter cthatrmodel in PSLF. This system

—® LoadC
230kV 230kV
18KV 0.0625 0.0085+j0.072 0.0119+;0.1008 j0.0586 13.8kV
B/2=j0.0745 B/2=j0.1045
®
@ 18/230 230/13.8 @
z| 2 Sle
S| = s|s
. il
S S | @
[¥p] o
S & 3
S = S
= S ~
+ ~ +
=1 & =
Load A 2| 35 2
230kV
[=] [<=)
g s
A A=
S AN S
— ~
165KV —— @

©

Figure 5.6: Three machine nine bus equivalent system

consists of 9 buses, 3 generators and 3 static loads. Thbagiize of the system is small,
it is sufficient to showcase a variety of stability concefitee powerflow solution of this
network, power consumed by the load at buses 5, 6 and 8 anghenit data is given in
AppendixB.

From the structure of the system it can be seen that any tyfabiwill significantly
affect all three sources. However the purpose of this sysetm analyze the effect of
small disturbances that occur frequently in the power systdhe load in a system is
continuously changing and the generation sources haveptojampately adjust their load
setpoints to meet the demand. Thus, the behavior of the denveodel to an increase in
load was compared with its behavior in PLECS for the sameidiance.

With the loads treated as constant admittance, the loadsd@ mas increased by 10MW
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att=5s. The proportional and integral gains of the PI controlig¢he reactive power loop

were taken as 1.0 and 5.0 respectively while the integral igathe active power loop was
0.5. The remaining controller parameter values used ferdimulation were as tabulated
in Table5.1

Table 5.1: Converter-controller parameter values foralyenerator equivalent system

Parameter Value
T, 0.02
R, 0.0
R, 0.05
Ty 0.01
Tp 0.01
T 0.01
T.q 0.01
T, 0.01

In the first scenario, the machine at bus 1 was replaced witbnaecter while the
machines at buses 2 and 3 were retained as synchronous emchigures.7 shows the
active power output of the converter at bus 1.

28 . - - -Positive sequence voltage source
K \ —PLECS
S Positive sequence boundary current||

~
~

~
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Power (MW)
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~
w

---Positive sequence voltage sourcg
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o o ot ot o PR ) ) ) Positive sequence boundary curfe
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Figure 5.7: Comparison of the active power output of corareat bus 1 between PLECS and the ‘epcgen’
model in PSLF with synchronous machines at buses 2 and 3

The PLECS response has been compared with both the voltaigecaimdary current
representation of the converter in positive sequence. Toediinset shows the response
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of the models at the instant of disturbance. Though both tHed% response and the
boundary current response have a dip in the active poweean$tant, the boundary cur-
rent response fails to capture the transient that occuhifirst 0.1s after the disturbance.
The response from the voltage source representation hovgeable to capture this tran-
sient. The difference in rise time between the voltage sotgpresentation response and
the PLECS response can be attributed to the difference battixe point on wave model-
ing in PLECS wherein a differential Bt model is used in PLECS for the filter inductor
whereas in the positive sequence phasor model the filtepresented by its algebraic
fundamental frequency resistance and reactance in theefheimpedance.
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Figure 5.8: Comparison of the reactive power output of caevet bus 1 between PLECS and the
‘epcgen’ model in PSLF with synchronous machines at busesi3a

The reactive power response and terminal voltage are showigures.5.8 and5.9
respectively. It can be immediately observed from thesedgthat the voltage source
representation response is the more acceptable positjuesee phasor approximation to
the point on wave simulation. From the inset of FigGr&it can be seen that the reactive
power trajectory of the boundary current simulation is ewily inconsistent with the re-
sult from the PLECS simulation. The trajectory producedHhsy voltage source positive
sequence model, while not reproducing the oscillatory camept of the electromagnetic
response, is consistent with the PLECS simulation in thection of its initial change.
This difference in the response at the instant of disturbgunstifies the use of the voltage
source representation as the model of choice for the simuolaf large systems.

The difference in the terminal voltage between the voltamece representation and
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Figure 5.9: Comparison of the terminal voltage of conveatdyus 1 between PLECS and the ‘epcgen’
model in PSLF with synchronous machines at buses 2 and 3

the boundary current representation at the instant of tiahice can be attributed to the
presence of the filter inductor. In both the voltage sourpeesentation and the PLECS
response, the presence of the filter inductor provides aemiom to ground and thereby
reduces the voltage dip as can be seen from FigLge

The sensitivity of the terminal voltage to the value of théefilinductor is as shown
in Figure5.1Q It can be seen that as the per unit value of the filter inductmeases,
the nadir of the terminal voltage decreases. The boundargmurepresentation of the
converter is akin to a voltage source representation withrg kigh value of filter induc-
tance as voltage sources are represented by their Nortova in positive sequence
time domain simulation software. Thus, as the value of therfinductor increases, the
impedance to ground increases thereby causing a highageodtrop at the terminal bus.

It could be argued that the nadir of the terminal voltage caraffected by the con-
trol mechanism used for the boundary current source repiasen. However to achieve
the same nadir as the electromagnetic transient simulagponse, an exceptionally high
value of control gains would be required. This would howestél not represent the first
peak obtained and it could make the control structure utestddractically, a wide range
of control techniques for converter interfaced generagiiats. The intricacies of the con-
trol structure vary with the type of energy source and theufesturer of the equipment
used to harness said energy source. These control teckrignénowever become quite
complicated and since the focus of this research was to beéenepresentation of the
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Figure 5.10: Sensitivity of the terminal voltage of coneewt bus 1 for positive sequence voltage source
representation to different values of filter inductor

converter, a simplified control structure was used.

In order to look at an all CIG system, the machines at busesl Bavere also replaced
with both forms of the positive sequence converter modek ifilstantaneous rise in the
active power of the voltage source representation can loelleskd on the same lines as
the distribution of impact calculation for synchronous imaes.

Based on the electrical distance between the internalg®lsmurce of the converter
and the disturbance point, the instantaneous responseooivarter at bus for an impact
at busk can be obtained as:

Pa(07) = <Psik/Zstk> Pra(0%) i=1,2,.,n (5.1)
j=1
where
Piix = ViVi (Big cos diko — Gk Sin dixo) (5.2)

andPpA(07) is the load impact at bus The entire derivation ofy( 1) is available in {4].
Though the PLECS response is not instantaneous, the pehk @fdt oscillation falls at
around the same value as the instantaneous response assesmnlfom Figur&.7. Thus
(5.1 can be used to obtain the approximate peak value of the denvesponse following
a disturbance.

For the same load increase of 10 MW at bus 6=4ts, the active power output from
the converters is as shown in Figusell while Figure5.12 shows the reactive power
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output. With the final steady state values being almost tineesdahe behavior of the
models at the instant of disturbance becomes the decidatgrfdt can be seen that in an
all CIG system too, the boundary current representatigporese instantaneously moves
in a direction opposite to what would be expected while trspoase from the voltage
source representation is as expected and it confornts 1p (
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g ‘ ‘ ‘ - - -Positive sequence boundary current
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Time(s)
Figure 5.11: Active power output of the converters for arCAb system with increase in active power load

To further compare the two positive sequence converteesgmtations, the reactive
power load at bus 6 was increased by 10MVAR=ls while the active part remained
unchanged, in an all CIG system. In a synchronous machieeratior speed gives an
indication of the network frequency. However since core/ariare static sources, an ap-
proximate network frequency is obtained by performing a erical differentiation of the
bus voltage angle. In PSLF, the dynamic mofheétr performs this task. With the load
change as mentioned, Figusel 3shows the frequency response. This response was ob-
tained at bus 5.

The figure shows a large difference in transient frequendtydsen the two converter
representations. A possible explanation can be as folltlavshe boundary current repre-
sentation of the converter, at the instant of disturbareebtis voltage angles can experi-
ence a step change which upon differentiation can produaega thange in frequency. In

the voltage source representation however, the bus vodtagles does not change drasti-
cally.
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Figure 5.12: Reactive power output of the converters forlb@l& system with increase in active power
load
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Figure 5.13: Frequency response of an all CIG system wittease in reactive power load

The plot of the voltage magnitude at the terminals of the eaievs and at the load bus is
as shown in Figuré.14 It can be seen that the drop in voltage magnitude at the taimi
of the converters is around 0.02pu while the drop at the logdgaround 0.03pu. Fora 10
MVAR increase in load, this is a nominal decrease in voltaggmitude and the fast action
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Figure 5.14: Voltage magnitudes of an all CIG system withiéase in reactive power load

of the converters bring the voltage back to the pre-conting&alue within 1s. Due to the
increase in load, the voltage at the load bus is lower, asotg@eThe change in active and
reactive power of the converters are shown in Figré$and5.16respectively.
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Figure 5.15: Active power output of the converters for arCAE system with increase in reactive power
load

It has thus been established that the voltage source reypatisa of the converter is the
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Figure 5.16: Reactive power output of the converters forle@I& system with increase in reactive power
load

more appropriate representation in positive sequenceopkasulations of large systems.

5.2.2 Large Scale System-Economy of Computation

To ensure that this model is practical in a large scale systeeWWECC 2012 system

has been used. At this stage, it is important to test the tnbas and numerical behavior
of the model when large number of converters are preseneisytetem. This system has
18205 buses, 13670 lines and 3573 generators. The totaiegemes 176 GW while the
total load is 169 GW. The power flow diagram of the system ihasva in Figure5.17[5].
To obtain a sizable presence of converters, all the gemnreraithe Arizona and Southern
California area (528 units) were replaced with convertefgesented by the proposed
voltage source representation. This accounted for 24.3%eofotal system generation
with 25.6 GW in Arizona and 17 GW in Southern California.

For a CIG to take part in frequency regulation, a reserve mdrgs to be present. As
per the associated material for the WECC system operatisg [6h all areas of the sys-
tem have a defined amount of headroom available for frequesgylation. This reserve
is however not distributed equally among all generatorh@ndrea, with few generators
operating without a governor. In this project, the maximuwtive power deliverable by a
CIG unit has been assumed to be equal to the MW rating of tténteiof the generator
which the CIG replaces while the MVA rating of the CIG has bessumed to be the

44



2102 ‘2T Xavomve
25¥0 ONILVEO QEAONAAY ¥PSH ZT0Z

= thurasy @
T9800) SNTI¥NTQ4003 ALTOTHLOST NME1SEA

/e

RESEFSUZT  C10Z £272G72T IT UEL PeR  Weibodig &15d “OUI '[BUOTIBUISIUL OTA305TH T8AsUsD

MW NI NIATID HAY SHATVA TIV

L69GLT NID MOTg PuTIBTNOIT) = ID o0e = 33 B3 15 wmwm qu
0LZ9 ss0T sbueyoasjul TENIDY = IV L0T S50
LZTY69T PEOT abueyoaajul PaTNPaUSS = IS 10%Z pROT 9LLY DPeoT
Teijol we3lsiAs pusbat HID-0DIXIN 0DHIANYS

T08- 1g 09%9 Is
996 usn 99952 U=H
L9 Ss0T 9¥g  ssoTl -
00LT PeoT > 0598T PEOT 8D
osva T3 G L9 6FE WYNOZI¥Y 9
A
sl
[t
=
-
W 1]
<
68T I8
850€  U=H €9z8- IS
9vT ssoT 8VY0LT U=D
€2LZ PeOT 6%  ssoT
ODIXEW MIN 618¥Z PeoT
AITYO0S
us9
o5 i Zey  ssol
Iies uss G959 PEOT o lu
TETT- IS o (BS0T o &
o ) 8z6L u=d 82p9, e T
o A YAVAZN e\

T9L8 PEOT
Hovd

G595 Is

€0¥6C U9
VEOT SS0T
€206 PEOT
Ty 3 ANV 94
Is
Is, 629 Is TEE6Z USD
SSEF U9 $9TT_ ss0T t
8T  SsoT €0¥¥Z PeoT | 30 : 059V
T¥GE DPeoT LSEMHLION eLv- LLT
OHVAI
0aw0100Sd
8]
s o,
68 Is ¥SYT Is 2%
¥S usy v8EE  USD ss0T % 6992 I8
9 ssoT Ede) A..Z.N Is YIT ss07 TEL peoT o) S Zs £€8TTT U=9
Zy-  peo 602 8b 19T~ 9T8T PEOT DESIL¥0 Ty 0, L9  SsOT
W0 VUM UNV.INOW r o rg 9. 0¥8L PEoT
&~ I O¥AXH D' €
10 gI¥ 1s ‘-

T- 66€ 007

Power flow in the WECC systefj [
45

17

Figure 5




same as the MVA rating of the generator. If the CIG replacesreeator without an asso-
ciated governor, then it has been assumed that the CIG tomttake part in frequency
regulation.

Thus, with an available headroom on almost all convert@riated sources, the value
of the droop coefficienk, was taken to be the same as that used by the governor of the
synchronous machine it replaced whiky was taken to be 0.05pu on a machine MVA
base. The reactive power Pl controller gains of all convertgere set ta,=1.0 and
K;=5.0 while the active power integral controller had a gaik@f=0.5. The values of all
other parameters were kept the same as in Talile

This initial penetration of 24.3% is used to test the nunatstability of the converter
model for three system contingencies.

Generation Outage (24.3% CIG penetration)

At t=15s, two of the Palo Verde units were tripped resulting inreaegation outage of
2755 MW. Fig5.18 shows the power output from the remaining sources in theofsaz

area while the effect on the adjacent area of Southern @aiiftas been shown in Figure
5.19
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Figure 5.18: Active power generation in the Arizona areatduep of two Palo Verde units

The system frequency plot is shown in Fig&.€Q It can be seen that the reduction in
frequency is quickly arrested due to the fast action of theeders and the system has no
problem in absorbing the substantial CIG presence.
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Figure 5.20: System frequency due to trip of two Palo Verdesun

In terms of computation time, PSLF took 7:04 minutes to rus®0 second simulation
with the first 20 seconds of simulation taking 1:52 minutescdmparison to this, when
all machines were represented in the conventional marresame 60 second simulation
took 6:41 minutes with the first 20 seconds of simulation gemmpleted in 1:39 minutes.
Both simulations were run on a machine with an i7 processorl&0 gb of RAM with a
simulation time step of 0.0041s.
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Line Fault followed by Outage (24.3% CIG penetration)

A three phase fault was applied on a tie line between ArizotbSouthern California at
t=15s. Subsequently, &t15.1s, the breakers at both ends of the line were opened. The
initial flow on the line was 1408.6 MW and 134.4 MVAR from theiZona side. Figures.
5.21, 5.22and5.23show the changes in the power transfer between SoutherfoDéedi

and the areas of Arizona, Los Angeles Department of WaterPawvder (LADWP) and

San Diego. Negative values indicate that the power flow  8duthern California while
positive values indicate power flow out of the region. Theropg of the line causes a
reduction in flow between Arizona and Southern Californiaxgsected.
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Figure 5.21: Active power flow to Southern California fromiZoma with the opening of a tie line between
Arizona and Southern California following a line fault

It should be noted that only the voltage source represenmtatf the converter was
able to function reliably following the fault. The boundayrrent representation of the
converters resulted in frequent non convergence issubagegard to the network solution
following the occurrence of the fault.

Bus Fault (24.3% CI G penetration)

The third contingency carried out on the WECC system wasyapph bus fault for 0.1s
att=15s near the Four Corners generation plant in the Arizoea.arThe active power
and terminal voltage of one of the units is as shown in Figuse®4and5.25 From the
active power plot the familiar damped rotor angle oscitlas can be observed from the
output of the synchronous machine. In addition, it can atsed®n that a large electronic
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Figure 5.23: Active power flow from Southern California tan9aiego with the opening of a tie line
between Arizona and Southern California following a linelfa

source brings about a highly damped response. Howeverpttage dip in the converter
response is larger than that of the corresponding syncheomachine. The value of the
filter inductor along with the absence of a sub-transientabdy influences the magni-
tude of this dip in voltage. The magnitude of the converterant for the voltage source
representation is as shown in Figir@6 The current is well within its short time current
rating of 1.7pu. It has also been observed that for few otlggifecant bus faults, the
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Figure 5.25: Terminal voltage of a unit at Four Corners foua fault close to the unit
network solution diverges when the boundary current regragion is used.
The performance of the developed converter model and itxeded control structure

has been validated for a large system by these three contiege The simulation is
numerically stable and not computationally intensive.
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Figure 5.26: Magnitude of converter current for a voltagerse representation of the converter for a bus
fault close to the unit

5.3 Note on Boundary Current Representation of Converter

In order to study the effect of large penetration of converiterfaced generation in
the power system, it is very important that the computer fatiman models have a reliable
representation of the converter. Based on the results gbréagous two sections, it has
been shown that the boundary current representation isswtable representation due to
the following reasons:

1. Itis unable to capture the transient that occurs in theX@ems following a distur-
bance.

2. The initial change of the reactive power trajectory doesaonform with the ex-
pected change.

3. The absence of the filter inductor results in a larger geltdip as compared to the
voltage source representation and the PLECS response.

4. The network solution fails to converge for simulationsceftain contingencies in
large systems.

In each case mentioned above, the voltage source repriégeritaconsistent with the
properties of these devices and is thus a more approprigt@xdmation of the electro-
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magnetic transient model for positive sequence simulation
In the following section, the behavior of the WECC system b shown for a 100%
CIG penetration.

5.4 All CIG WECC system

In this scenario, all the conventional synchronous machiadels in the dynamic file
of the WECC system were replaced and represented by theyedtaurce representation
of the converter. With this replacement, the only rotatireriines in the system were the
induction motor loads and 3 wound rotor induction genegatdhe 3 induction generators
represent 3 wind turbine units. The remaining wind unitsi(@3umber) were represented
by the boundary current injection converter model as thegevedready present in the
dynamic file as a converter interfaced source.

Thus, the entire generation set (barring the 3 wound rotdudtion generator wind
models) were converter interfaced. With a total system gioe of 176 GW, the three
wound rotor wind generators produce 0.34 GW. The value oflithep coefficient?,, for
the converter was taken to be the same as the value of the doeffitient in the governor
of the synchronous machine the converter replaced. Thidtsés a varied value of active
droop across the system. The value of coefficiéntvas taken as 0.05pu on a machine
MVA base while the PI controller in the reactive power loojpl lagoroportional gain of 1.0
and an integral gain of 5.0. The value &f, was taken as 0.5. The converters have the
value of Ry as 0.004pu and’s as 0.05pu on a self MVA base.

The behavior of this all CIG system has been analyzed foral@iing contingencies:

54.1 Generation Outage (100% CIG penetration)

The tripping of two Palo Verde units is considered to be aifgant event in the
WECC system. Figur&.27 shows the frequency response of the system following the
trip of two of the units resulting in a loss of 2755 MW of genéra att=15s. The under
frequency trip setting of relays in WECC are set at 59.5 BZ.[ When all machines
are synchronous machines, the frequency response of tine system is calculated as
(5.3 [42],

i MV A;w;

f=5— (5.3)
Z MV A,

=1
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Figure 5.27: Frequency across five generation areas forithefttwo Palo Verde units (droop coefficient
of each CIG unitisRk,)

where MV A; is the rating of the machiney; is the speed of the machine ands the
number of synchronous machines. However in a system whlesewakes are interfaced
through converters, the speed of rotation of a machine @§gmt) behind the converter
will not give any picture of the system frequency as it is #leally decoupled from the
network. Thus an approximate frequency has been obtaingubtigrming a numerical
differentiation of the bus voltage angle. The plots in Feg&r27 show the calculated
frequency in the five major generating areas of the WECC sysitieich account for 63.4%
of the total system generation while Figls&8shows the actual active power in four of
these areas.

It can be seen that the largest excursion in frequency odcuine Arizona area as ex-
pected. Further, even with the total inertia of the systemdelose to zero, the frequency
nadir is well above the under frequency trip setting. Thé dation of the converters and
their associated control help in arresting the rate of dem®f frequency and bring about
a steady state operation quickly. The frequency settle9.865 Hz. Due to the highly
meshed network, the bus voltage angles in different partiseohetwork change in varied
ways and this can also be observed from the frequency plot.

As the third unit at Palo Verde is the closest to the outagetébponse of the converter
representing this unit can be informative. The active povesrctive power, terminal volt-
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Figure 5.28: Active power output in four areas of WECC foliowthe trip of two Palo Verde units

age and current of the converter representing the third Watde unit is as shown in
Figure5.29 It can be seen that the converter response is quick and ridhe limits are
violated. The converter current is well within its maximuating and the voltage control
loop maintains the voltage at the pre-fault value. As the Ré&@rde units are operated
close to their maximum active power limit, there is venyditteserve margin available.

To observe the effect of the active power droop coefficievi,further simulations were
run. In the first, the values of the droop coefficient were dedlwhile in the second they
were halved. Thus, if we denofe, as the droop coefficient of each CIG unit for the plot
in Figure5.27, the values of the droop coefficients were madg and R, /2 in order to
observe the effect of droop. Individual CIG units may stdlvi different values of droop
as the coefficien?, takes on different values for each unit as mentioned at t st
this section. The frequency plots of Figuré&s30and5.31show the performance for the
trip of two Palo Verde units when the values of the droop coieffit were2R, and R, /2
respectively.

It can be observed that changing the value of the coefficieahges the final steady
state value of the frequency. When the coefficient valuedeeimsed, it signifies that the
same change in active power will cause a greater reductitreguency while when the
coefficient value is decreased, the reduction in frequeadgwer. In Figure5.30 the
frequency settles around 59.933 Hz while in Figbrél, the frequency settles at 59.982
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Hz. This is in comparison to the settling frequency of 59.865in Figure5.27. The
frequency nadir changes slightly with change in the valuthefdroop coefficient. With
droop coefficientR,, the frequency nadir is 59.8973 Hz. With a droop valueBf, the
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nadir is 59.896 Hz while with a droop value £/2, the nadir is 59.902 Hz.

In addition, this comparison brings to light the fact thahalgh CIG units are fast
acting, a finite time is required to bring about a steady sip&Fation as rotating elements
are still present in the system in the form of induction metdme inertia of these motors
play a role in the transient behavior of the system. Therésis a difference in settling
time with different values of droop coefficients and this ¢enseen from all frequency
plots.

In all subsequent scenarios, the value of the droop coeftitias been assumed to be
R,.

In terms of computation time, with a droop coefficigfy, PSLF took 8:10 minutes to
run the 40 second simulation of this generation outage sicewdh the first 20 seconds of
simulation taking 3:52 minutes. The simulation was run oreainme with an i7 processor
and 16.0 gb of RAM with a simulation time step of 0.0041s. h && concluded that an
all CIG system is capable of providing a stable frequencgaase through the fast action
of the controllers and the simulation is numerically stabta
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5.4.2 Dc Voltage Dip and Subsequent Recovery (100% CIG penetra-
tion)

In all of the above scenarios, the dc voltage has been assahectonstant, implying
a battery as a source of power. However, even for units ofeaasdow as 100 MVA, the
assumption of a battery as a constant source of power is aligtie. A practical source
can either be a gas or hydro turbine (synchronous machina)sotar/wind farm. Such
sources would require a capacitor on the dc bus to maintaamstant voltage input to the
inverter. However, a disturbance in the network would cduisguations in the current
levels causing the dc voltage across the capacitor and titassathe converter switches
to vary. It is hence important to study the effect of this ahle dc voltage on the system
behavior.

At t=15s, two Palo Verde units are tripped resulting in a gef@ratutage of 2755MW.
With a capacitor on the dc link, the immediate response ®adbntingency would be an
increase in the converter current and a decrease in capaoitage. Gradually as the
active power control reacts (with synchronous machinerobieing the slowest), the
capacitor voltage will be restored. To simulate this situgtthe dc voltage on all CIG
units participating in frequency regulation was reduced %, 20ms after the generation
outage. Gradually, over the subsequent 10s, the dc voltageaestored. The frequency
plot for this scenario is as shown in Figus2while Figure5.33shows the active power,
reactive power, terminal voltage and current of the thirth Re@rde unit.

The sudden reduction in generatiort-at5s causes the frequency to drop to 59.89 Hz
in the Arizona area. The subsequent reduction in dc voltagses the terminal voltage
of CIG units to drop by a larger extent when compared to thaiteal voltage drop for
just the trip of the units. This can be observed by compariggre 5.33c) with Figure
5.29c). Thisdrop in voltage results in a reduction of load (agk dependent load) thereby
causing the frequency to rise. The voltage drop also resutite tripping of a motor due to
activation of the under voltage load shedding relay at theonterminals. The subsequent
recovery of the dc voltage and its effect on the system isrgopdrom Figure5.33

The results of this scenario are a set of conservative geaslthe dc voltage has been
assumed to drop only on those CIG units that take part in &equregulation. In reality,
the voltage would drop at all units. However, the recoverthefvoltage is possible only on
units that take part in frequency regulation. Further, fdcaoltage drop greater than 1%,
multiple converters trip due to overcurrent and multipletons trip due to under voltage.

In practice, the size of the capacitor at the dc bus would ba\ee designed so as to
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Figure 5.33: Behavior of the third Palo Verde unit for the of two other Palo Verde units followed by the
reduction in dc voltage by 1% and its subsequent recovery

restrict the drop in voltage to less than 1%. Additionalfstfacting units may have to
be brought online to support the voltage and in order to raairthe system reliability, a
coordinated, well designed wide area control action mayeheired.
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In the following two contingencies, the dc voltage is asstitogemain constant through-
out the entire scenario.

5.4.3 LineFault followed by Outage (100% CIG penetration)

A fault on a transmission line followed by the tripping of thge can be a significant
contingency on the system especially if the line is a tie beéveen two areas and has a
considerable amount of power transfer across itt=Abs a three phase fault was applied
for 0.05s at the midpoint of a line between the Arizona andis$& California areas. The
line was subsequently tripped at both ends. Modern protedevices are able to clear the
fault and isolate the corresponding elements within 4 o/¢&lg. The initial flow of power
on the line was 1408.6 MW and 134.4 MVAR from the Arizona siBgures.5.34, 5.35
and5.36show the active power in the Arizona area, Southern Caldoairea and the flow
between these two areas respectively. The figures showhihag$ponse is satisfactory.
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Figure 5.34: Arizona active power flow with the opening ofaliine between Arizona and Southern
California following a line fault

5.4.4 BusFault (100% CIG penetration)

A three phase fault for 0.05 secondstat5s was applied at a bus close to the Four
Corners generating plant in the Arizona area. Six conweliteithe New Mexico area
tripped due to overcurrent upon the occurrence of the fatliie active power, terminal
voltage and current of the converter at Four Corners is aarsho Figures.5.37, 5.38
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Figure 5.36: Active power flow from Arizona to Southern Caidifia with the opening of a tie line between
Arizona and Southern California following a line fault

and5.39 It can be seen from Figurg.38 that the terminal voltage falls by 0.12pu
almost instantaneously thereby reducing the active poveetyzed at the terminals of the
converter by around 50 MW as can be seen from Fi§us& However, from the increase
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Figure 5.38: Terminal voltage of a Four Corner unit for a ¢hpbase bus fault near the unit

in current in Figures.39 it can be inferred that the reactive power produced ine®&s
bring the voltage level back to 1.0pu within 3 seconds. Treeabe of an oscillatory mode
for a fault close to a source is a significant observationdhatbe made from this scenario.
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5.4.5 LineReconnection (100% CIG penetration)

To observe the effect of a line re-closure over large terhfinavoltage angles, the line
between Moenkopi and Four Corners was initially outagedbagower flow was solved.
This resulted in an angle difference of around 40 degreegd®szt the buses. During the
simulation, att = 15s, the line was reclosed. The current of one of the Foun&ser
units, located near the line is as shown in Figh#Q. It can be seen from the figure that
the current rises to 1.5pu at the instant of re-closure lg4dins its pre-disturbance value
within a second. The maximum value of current has been takée tL.7pu in this case.
The current of another Four Corners unit located one bus &waythis unit is as shown
in Figure5.41 It can be seen from the figures that the converters have ragonoin
dealing with the line re-closure and the performance istatiory. In order to observe
the behavior with a lower current rating, the maximum curcénthe just the Four Corners
units were set as 1.4pu. With this setting, the simulatioa mam once again. This time,
due to the lower current setting and due to the overcurrgntrtechanism, the unit located
closer to the line tripped while the remaining units took kg surplus power. This can be
seen from the current of the Four Corners unit located oneabmay as shown in Figure
5.42

The total active power output from the Arizona area for batugs of maximum cur-

rentis as shown in Figure43 From the figures, it can be seen that the system is capable
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of withstanding the re-closure of a large line. The resuftths section show that the
preliminary tests on the performance of an all CIG systenpasttive.
The next section describes the performance of the induatimtior drive model
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Figure 5.43: Total Arizona active power for line re-closure

5.5 Induction Motor Drive Model

The validation of the motor speed drive model was carriedio@n independently
developed, in-house C program capable of performing pesgequence time domain
simulations. The network of Figurg.6 was used as a test system and the static load at
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Figure 5.45: Load torque of induction motor for both the pres and absence of a constant speed drive
fora 10 MW load increase

bus 5 was replaced by an induction motor with an indtt#l.2s. In order to obtain the
value of slip and the reactive power consumed by the motaa fpven active power load,
the procedure of incorporating the equations of the motortime Newton Raphson power
flow algorithm as detailed irbfl] was made use off.

For an active power load increase of 10 MW at bus 6=as, Figure5.44 shows the
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Figure 5.46: Active power consumed by induction motor fothtibe presence and absence of a constant
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speed of the induction motor for both the presence and abs#rice constant speed drive.
The proportional and integral controller gains of the dieze 5.0 and 4.0 respectively. It
can be seen that the positive sequence constant speed darilet i1 able to maintain the
speed of the motor at the pre-contingency value. The loagitoon the motor is shown in
Figure5.45
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The negative value indicates that it is a load on the systesrthédload on the induction
motor has not changed, the load torque is expected to reimaiseime and it can be seen
that is the case. However, due to the change in speed, thteeepower drawn by the
motor from the network would have changed to maintain theeskawel of torque. This
can be seen from Figurés46and5.47wherein the active and reactive power consumed
by the motor is shown.

When a motor is enabled with a constant speed drive, theeaptiwer consumed re-
duces as the speed is maintained at a higher value when cednfmathe drop in speed
without a drive. A load increase in the system reduces thiagelmagnitude at all un-
controlled buses in the system and this causes the speed ofdtor to drop. However,
when the motor is enabled with a constant speed drive, thedspenaintained by ensur-
ing that the flux in the air gap remains constant. Thus, if émninal voltage drops, then
the frequency of the inverter output is also reduced to raairthe value of flux thereby
maintaining the speed.
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6. Conclusion and Future Research

The future grid will be served by sources of energy whoseataristics will be de-
coupled from the network due to the presence of an interfaneester. For the scope of
this project, these sources are known as converter inegffgeneration (CIG). With an
increasing penetration of such sources, the behavior dbtillepower system has been
analyzed. To do this, reliable models for the converter édantrol were developed for
use in commercial grade software to showcase the compleractions of these models
with one another.

The goals achieved by this research work are listed as below:

1. A reliable converter model based on the voltage sourceseptation of the con-
verter was developed by using an electromagnetic trankseelt model of the con-
verter as a basis.

2. A straightforward control structure for the convertesvdgveloped.

3. The converter model and its associated control was incated into the commercial
software PSLF using 'user written models’ after being @sie an independently
developed, in-house C code capable of performing posiggeisnce time domain
simulations on small test systems.

4. The greater accuracy of the voltage source represemtatitihe converter over the
boundary current injection representation was showcased.

5. The behavior of the large WECC system with all convertegrfaced sources was
analyzed under various contingent situations and the hehaas found to be
largely satisfactory with the converters contributing mhbfrequency regulation
and reactive power support.

6. A positive sequence model for an induction motor speettalairive was developed
and its performance was observed in a small all CIG testsyste

During the course of this research work, new questions wased which can lead to
avenues for future research work such as:

1. When the dc voltage of the inverter dropped by more than &t the occurrence
of a contingency, widespread tripping of induction motaug ¢b undervoltage and
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converters due to overcurrent occurred. It is possibledah&ell coordinated wide
area control strategy could increase the system religtmjitbringing voltage sup-
port units online quickly.

. As a planning problem, a capacitor of appropriate sizehaie to be placed on the
dc bus to reduce the voltage drop. Further, it is possiblediiferent locations in
the system can withstand different amounts of drop in veltag the dc bus. This
problem would have to be analyzed and addressed.

. Until now, the source behind the inverter has not been teddeHowever, it is

important to model these sources as the recovery of the dossithge depends on
the characteristics and control of the source. Developrokatcomplete positive
sequence model of the source and its associated convertaséan commercial
time domain simulation software is the need of the hour.

. For large systems, a robust analytical tuning procedtitbeocontroller gains is
required. This would ensure the maximum utilization of tlewerter bandwidth
and bring about a healthy system operation.

. Currently, the stress on the blades of a steam turbinendietes the operating fre-
guency range of the system. With an all CIG system, an opfiregliency range is
yet to be determined.

. The behavior of induction motors and their associatededmechanism has been
tested only on a small system. Their behavior and intemaativh CIG in a large
system is yet to be seen.
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Appendix A. EPCL Code for User Defined Converter Control
Model

/**********************)\'**************************** khkkhkkkhkkhkhkhkhkkkhhkhkhkhkhkhhkhkhhhhhhhhkhhhhhkhxk
[xxxxxxx  epcgen model for converter along with associated coOnNtroksxscsxrkrsxrrkstrrs
/**********************)\'**************************** kkhkkhkkkhkkhkhkhkhkkkhhkhkhkhkhkhhkhkhhhhhhhhkhhhhhhxk
/+ Model comments and data description

This model depicts the converter as a voltage source and thas xsrc as 0.05

Model Input Parameters

rsrc 0.0

Xsrc 0.05

Tr Voltage transducer time constant (sec)
Kp Proportional Gain

Ki Integral Gain

Kip Integral Gain in active power loop
Klimit Anti—windup gain

Rqg Q-V droop coefficient

TQ Q time delay (sec)

Rp P-f droop coefficient

Tg Time constant (sec)

T1 Lead time constant (sec)

T2 Lag time constant (sec)

TD P time delay (sec)

Ted Ed time delay (sec)

Teq Eq time delay (sec)

MWcap Maximum MW cap for the governor part of the converter
Pmax  Maximum Active power

Qmax Maximum Reactive Power

Qmin Minimum Reactive Power

dav Voltage variation for trip

dt Time for voltage variation

Imax Max Current

Tfl 1.0 — indicates that governor is active
0.0 — indicates that governor is not active

Sample Input dynamic data record:

epcgen Busno. "Bus Name” kV "id” : #9 mva=100.0 "convepe.p” 5.0 "rsrc” 0.004 "xsrc” 0.05 "Tr”

sxxxx  End of commentsx/

define INIT 2
define SORC 3
define ALGE 4
define RATE 5
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define OUTP 7
define NETW 8

@mx = dypar[0].cmi

@k = model[@mx] . k
@bus=model[@mx]. bus
@mode = dypar[0].mode
@kgen = genbc[@k]. kgen

switch (@mode)
case SORC:

if (epcgen[@mx].er>0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mX]. er)

elseif (epcgen[@mx].e&0. and epcgen[@mx].eb=0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er)+(1.596327 2)

elseif (epcgen[@mx].e&0. and epcgen[@mx].eL0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er(]1.5707963272)

elseif (epcgen[@mx].er=0. and epcgen [@mx]>€0.)
@delt=1.570796327

elseif (epcgen[@mx].er=0. and epcgen [@mx] <e0.)
@delt=—1.570796327

endif

/+ Using Vdc to get the required voltage/
@E = sqrt((epcgen[@mx]. s€epcgen [@mx].s6)+(epcgen [@mx].s&pcgen [@mx].S7))
@Vdc = epcgen[@mx].v12

/+ dropping Vdc 0.02s after Paloverde trip
if (dypar[0].time>=15.02 and dypar[0].time<=25.02)
if (epcgen[@mx].Tfl=1.0)
@drop=1.0/100
@Vdc = ((dypar[0].time—15.02)(1/10.0» @dropxepcgen [@mx].v12)+((1.6-@drop )} epcgen[@mx].v12)
endif
endif =/

@VT = epcgen[@mx].v13
@wst = 2(22/7)x60x dypar[0]. time
@m = @E/@VT

if (@m>1.0)

@m=1.0

/« logterm ("Max modulation index at bus ”",busd[@bus].extnyic”) =/
endif
if (@m0.4)

@m=0.4

I« logterm ("Min modulation index at bus ”,busd[@bus]. extnym<”) */
endif

if (epcgen[@mx].s6-0.)
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@deltl=arctan (epcgen [@mx].s7/epcgen [@mx].s6)
elseif (epcgen[@mx].s&0. and epcgen[@mx].s¥=0.)
@deltl=arctan (epcgen [@mx].s7/epcgen [@mx].s6)+(1.BIO3 2% 2)
elseif (epcgen[@mx].s&0. and epcgen[@mx].sZ0.)
@deltl=arctan (epcgen [@mx].s7/epcgen [@mx].sq).57079632%2)
elseif (epcgen[@mx].s6=0. and epcgen[@mx]>sT.)

@delt1=1.570796327

elseif (epcgen[@mx].s6=0. and epcgen[@mx]<sT.)

@deltl1=-1.570796327
endif

@Va = 0.5@m@Vdcr cos ((@wst)+ @deltl)
0.5«@m @Vdcr cos ((@wst)+ @delt}-2.094395102)

@b

@Vc = 0.5@m@Vdcr cos ((@wst)+ @deltl +2.094395102)

@Ed
@Eq

epcgen [@mx]. angle= 1.570796327+ @delt

epcgen [@mx]. ed=@Ed
epcgen [@mX]. eq=@Eq

break

case NETW:

break

case ALGE:

break

case RATE:

@vmon = volt[@bus].vm
@mvabase = gens[@kgen]. mbase
I+ Setting of the limits=«/
@x=epcgen [@mx]. Imax

@Qmaxl=epcgen [@mx]. Qmax

@Qmax2=sqrt (pow ((@x@mvabase) ,2)/1.19047) [/«

@deninv=2.0

if (@vmor>0.8)

@gmax=@QmaxZ ((@Qmax2@Qmaxl } (@vmon—1.0)x4.0)

else
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(2/3) ((@Vax cos (@wst))+(@Vbcos (@wst-2.094395102))+(@Vccos (@wst+2.094395102)))
(—2/3)* ((@Var sin (@wst))+ (@B sin (@wst—2.094395102))+(@Vcsin (@wst+2.094395102)))

0.4 power factor =/

/+*Qmax according

to voltage/



@gmax=@Qmaxt ((@Qmax2@Qmax1) (0.8—1.0)x4.0) /*Qmax according to voltage/
endif
@gmin=epcgen [@mx] . Qmin
@lim=pow ((@» @mvabase), 2} pow (@gmax, 2)
if (@lim<0.0)
@gmax=0.9 @x @mvabase
@lim=pow ((@» @mvabase), 2} pow (@gmax,2)
endif
@pmax=sqrt (@lim) /+ to preserve the MVA

I+ Voltage Transducerx/

epcgen [@mx].dsl = (@vmempcgen[@mx].sl)/epcgen[@mx].Tr

@verr = genbc[@k]. vrefepcgen [@mx].st(epcgen [@mx].Rggens[@kgen]. qgen/@mvabase)

/= Pl Block =/

epcgen [@mx].dsO0 = epcgen [@mx].K{@verr—(epcgen [@mx]. Klimit-epcgen [@mx].Vv3))
@prop = epcgen[@mx].kp@verr

@Qcmd = @prop+epcgen [@mx]. sO
@a=@Qcmd
if ((@Qcmd @mvabasey@gmax)
@Qcmd=@gmax/ @mvabase
endif
if ((@Qcmd @mvabasey@qgmin)
@Qcmd=@gmin/ @mvabase
endif
epcgen [@mx] . v3=@a@Qcmd
@lgemd =—@Qcmd/ epcgen [@mx] . s1
[+ Q time delay */
epcgen [@mx].ds4 = (@lgcmeepcgen [@mx].s4)/epcgen[@mx].TQ

/= Governor time constant«/

@perr = genbc[@K]. pref(netw[@bus].f/(1.6 epcgen[@mx].Rp))
epcgen [@mx].ds2 = (@perepcgen[@mx].s2)/epcgen[@mx].Tg

/+ Lead lag block */

epcgen [@mx].ds3 = (epcgen[@mx].sBpcgen [@mx].s3-(epcgen [@mx]. sRepcgen [@mx].T1l/epcgen [@mx].T2))
/epcgen [@mx]. T2

@Pcmd = (epcgen[@mx].s3+(epcgen[@mx] x&bcgen [@mx].T1l/epcgen [@mx]. T2)epcgen [@mx].MWcap/ @mvabase
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if ((@Pcmé @mvabase}@pmax)
@Pcmd=@pmax/ @mvabase
endif

if (epcgen[@mx].Tfl=0.0)
@Pcmd=genbc[@K]. prefepcgen [@mx] . MWcap/ @mvabase
endif

@lpcmd = (@Pcmd/epcgen[@mx].sl)+epcgen [@mx].s8

[+ P time delay =/

epcgen [@mx].ds5 = (@lpcmeepcgen [@mx].s5)/ epcgen [@mx].TD
/+ Calculating the inner voltage=/

if (epcgen[@mx].er-0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mX]. er)

elseif (epcgen[@mx].e&0. and epcgen[@mx].eb=0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er)+(1.596327 2)

elseif (epcgen[@mx].e&0. and epcgen[@mx].ek0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er(]1.5707963272)

elseif (epcgen[@mx].er=0. and epcgen [@mx]>€0.)
@delt=1.570796327

elseif (epcgen[@mx].er=0. and epcgen [@mx] <e0.)
@delt=—1.570796327

endif

@vg=(—epcgen [@mx]. efsin (@delt))+(epcgen [@mx]. eicos (@delt))
@vd=(epcgen [@mx] . excos (@delt))+(epcgen [@mx]. eisin (@delt))

@ig=epcgen [@mx]. s4
@id=epcgen [@mx]. s5

@ed=@vd+(@idepcgen [@mx]. rsrc)(@igxepcgen [@mx]. Xsrc)
@eq=@vg+(@igepcgen [@mx]. rsrc)+(@idepcgen [@mx]. Xxsrc)

(@ecpcgen [@mx].s6)/epcgen [@mx]. Ted
(@eepcgen [@mx].s7 )/ epcgen [@mx]. Teq

epcgen [@mx]. ds6
epcgen [@mx]. ds7

epcgen [@mx].ds8 = epcgen [@mx]. Kig@Pcmd-(gens[@kgen]. pgen/@mvabase))

/x set variables for output filex/
epcgen [@mx].v0 = gens[@kgen]. pgen
epcgen[@mx].vl = gens[@kgen].qggen
epcgen [@mx]. v2 volt[@bus].vm

/+ remaining output variablesx/
epcgen [@mx]. v4=@Qcmd@ mvabase
epcgen [@mx]. v5E=@Pcmd@mvabase
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epcgen [@mx].v6=@iq
epcgen [@mx].v7=@id
epcgen [@mx].v8=sqrt ((epcgen[@mx]. itepcgen [@mx]. itr)+(epcgen [@mx]. ikiepcgen [@mx]. iti))
epcgen [@mx].v9=sqrt ((@id@id)+(@ig @iq))

[+ Setting the trip settingsx/

[+ Overcurrent trip*/

if (dypar[0O].time>8.0)
if (epcgen[@mx].v8> epcgen[@mx].Imax)
gens[@kgen]. st=0
epcgen [@mx].vll=dypar[0].time
logterm ("Tripping.converter.at_bus.”,busd[@bus]. extnum ,Zdue.to_.overcurren”)
endif
endif

[+ Over voltage trip =/
if (dypar[0].time>8.0)
if ((@vmon-genbc[@k]. vrefpepcgen[@mx].dV)
if (epcgen[@mx].v10=0.0)
epcgen [@mx].v10=dypar [O]. time
/« logterm ("Over voltage timer started at bus ”,busd[@busxteaum,K”<") =/
endif
if ((dypar[O].time-epcgen[@mx].v10)> epcgen [@mx]. dt)
gens[@kgen]. st=0
logterm ("Tripping_-converterat.bus.” ,busd[@bus]. extnum ,Zdue_.to_overvoltage<)
endif
endif

if ((@vmor-genbc[@k].vrefxepcgen[@mx].dV and epcgen[@mx].vd.0)
epcgen [@mx].v10=0.0
/«logterm ("Over voltage timer reset at bus ”,busd[@bus]. exim,”<") */
endif
endif

break
case INIT:
@mvabase = gens[@kgen]. mbase

@pgen = gens[@kgen]. pgen/@mvabase
@qgen = gens[@kgen].qgen/@mvabase

epcgen [@mx].s1l = volt[@bus].vm
genbc[@k]. vref = epcgen[@mx].sl+(epcgen [@mx] «Rqgen)

epcgen [@mx].s0 = @qgen

@igcmd =—@qgen/epcgen [@mx]. s1
epcgen [@mx].s4 = @igcmd

epcgen [@mx].v3=0.0
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genbc[@K]. pref = @pgen@mvabase/epcgen [@mx]. MWcap

epcgen [@mx].s2 = @pger@mvabase/epcgen [@mx]. MWcap

epcgen [@mx].s3 = epcgen[@mx].s@l—(epcgen[@mx].T1l/epcgen [@mx].T2))
@pcmd = @pgen

@ipcmd = @pcmd/epcgen [@mx]. sl

epcgen [@mx].s5 = @ipcmd

[+ Calculating the inner voltagex/

if (epcgen[@mx].er>0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er)

elseif (epcgen[@mx].ex0. and epcgen[@mx].e+=0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. er)+(1.596327 2)

elseif (epcgen[@mx].e«x0. and epcgen[@mx].e<0.)
@delt=arctan (epcgen [@mx]. ei/epcgen [@mx]. etr(]1.5707963272)

elseif (epcgen[@mx].er=0. and epcgen [@mx]>€0.)
@delt=1.570796327

elseif (epcgen[@mx].er=0. and epcgen [@mx] <e0.)
@delt=—1.570796327

endif

@vg=(—epcgen [@mx]. efsin (@delt))+(epcgen [@mx]. eicos (@delt))
@vd=(epcgen [@mx] . excos (@delt))+(epcgen [@mx]. eisin (@delt))

@ig=epcgen [@mx] . s4
@id=epcgen [@mx] . s5

@ed=@vd+(@idepcgen [@mx]. rsrc)(@ig« epcgen [@mx]. xsrc)
@eg=@vq+(@igepcgen [@mx]. rsrc)+(@ilepcgen [@mx]. xsrc)

epcgen [@mx]. s6
epcgen [@mx]. s7

@ed
@eq

epcgen[@mx].s8 = 0.0

[+ obtaining the value of dc link voltage+/
@E = sqrt ((@ed@ed)+(@eq@eq))

@VT = @E/0.6

@Vdc = @E/(0.50.6)

epcgen [@mx] . v4=@qgen
if (epcgen[@mx]. Tfl=0.0)
epcgen [@mx]. v5=@pgen
else
epcgen [@mx]. v5=@pgen
endif
epcgen [@mx].v6=@iq
epcgen [@mx].v7=@id
epcgen [@mx].v8=sqrt ((epcgen [@mx]. itepcgen [@mx]. itr )+(epcgen [@mx]. ikiepcgen [@mx]. iti))
epcgen [@mx].v9=sqrt ((@i@id)+(@ig @iq))
epcgen [@mx].v10=0.0
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epcgen [@mx].v11=0.0

epcgen [@mx].v12=@Vdc
epcgen [@mx]. v13=@VT

epcgen [@mx]. dsO
epcgen [@mx].ds1
epcgen [@mx]. ds2
epcgen [@mx]. ds3
epcgen [@mx]. ds4
epcgen [@mx]. ds5
epcgen [@mx]. ds6
epcgen [@mx]. ds7
epcgen [@mx]. ds8

epcgen[@mx].ds9 = 0.

break

channelhead [0].
channelhead [0].
channelhead [0].
channelhead [1].
channelhead [1].
channelhead [1].
channelhead [2].
channelhead [2].
channelhead [2].
channelhead [3].
channelhead [3].
channelhead [3].
channelhead [4].
channelhead [4].
channelhead [4].
channelhead [5].
channelhead [5].
channelhead [5].
channelhead [6].
channelhead [6].
channelhead [6].
channelhead [7].
channelhead [7].
channelhead [7].
channelhead [8].
channelhead [8].
channelhead [8].
channelhead [9].
channelhead [9].
channelhead [9].

case OUTP:

break
endcase
end

type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax
type
cmin
cmax

1
O O OO o o o oo
O O OO o o o oo

= 1.050
= "gqwindup”
= 0.

= 1.050
= "qcmd”
= 0.

= 1.050
= "pcmd”
= 0.

= 1.050
= "igemd”
= 0.

= 1.050
= "ipcmd”
= 0.

= 1.050
= "lcurr”
= 0.

= 1.050
= "lcmd”
= 0.

= 1.050
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Appendix B. Three Generator Equivalent System Data

B.1 Power flow solution

The power flow solution along with the power demand and geioerat each bus is as
tabulated in Tabl.1.

Table B.1: Power Flow Solution for the three generator eajaivt system

Bus Number| V(pu) | Ang(deg)| P;(MW) | Q.(MVAR) | P,(MW) | Q,(MVAR)
1 1.040 0.0 0.0 0.0 71.6 27.0
2 1.025 9.3 0.0 0.0 163.0 6.7
3 1.025 4.7 0.0 0.0 85.0 -10.9
4 1.026 -2.2 0.0 0.0 0.0 0.0
5 0.996 -4.0 125.0 50.0 0.0 0.0
6 1.013 -3.7 90.0 30.0 0.0 0.0
7 1.026 3.7 0.0 0.0 0.0 0.0
8 1.016 0.7 100.0 35.0 0.0 0.0
9 1.032 2.0 0.0 0.0 0.0 0.0

B.2 Dynamic data

The generator, exciter and governor data is as given as ie Bah B.3 andB.4 respec-
tively. The reactances in the generator data are givenuion a 100 MVA base while the
time constants and the inertia constant are in seconds. &hbkine at bus 1 was modeled
using the GENSAL model while the other two machines were rieatlesing the GEN-
ROU models. A static exciter EXST1 was used on all machineke\iline governor model

Table B.2: Generator dynamic data for the three generatavalent system

Bus Number, MVA | kV T4 z, T, 7, T Too | Teo H
1 247.5]| 16.5| 0.1460| 0.0608| 0.0969| 0.0969| 0.0336| 8.96| 0 |23.64
2 192.0| 18.0| 0.8958| 0.1198| 0.8645| 0.1969| 0.0521| 6.00| 0.535| 6.4
3 128.0| 13.8| 1.3125| 0.1813| 1.2578| 0.25 | 0.0742|5.89| 0.6 | 3.01

TGOV1 was used as a governor on all machines.

Table B.3: Exciter dynamic data for the three generatonedgmt system

‘ Bus Number| Tr ‘/imam ‘/imin, TC Tb K’a Ta M‘ma.’n V'Tmm Kc K’f Tf Tcl T‘bl V;lma.'r, V;zmm Xe [lr I(ZT
1 00/ 01 | -0.1|1.0/|10.0|200.0/0.02| 50 | -50 |0.05/00(|10|10|10| 50 | -50 (0.04/28]|5.0
2 00/ 01 | -0.1|1.0/|10.0|200.0/0.02| 50 | -50 |0.05/00|10|10|10| 50 | -50 (0.04{28]|5.0
3 00/ 01 | -0.1|1.0/|10.0|200.0/0.02| 50 | -50 |0.05/00|10|10|10| 50 | -50 (0.04{28]|5.0
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Table B.4: Governor dynamic data for the three generatarabpnt system

Bus Number, MWcap| R | 71 | Viwae | Vinin | T2 | T3 | Dy

1 2475 |0.05/ 05| 1.0 | 0.01|1.0|10.0|0.0
2 192.0 | 0.05/0.5| 1.0 | 0.01|1.0|10.0|0.0
3 128.0 | 0.05/0.5| 1.0 | 0.01|1.0|10.0|0.0
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