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Executive Summary 
 
A new, comprehensive methodology for power quality assessment has been developed in this 
project. A key innovation is the use of physically-based models of electric power system 
components, coupled with Monte Carlo simulation to conduct the assessment. The models 
describe components by their physical characteristics and arrangements. From the physical 
descriptions, electrical models are derived while all constituent parts are explicitly represented. 
For example, steel conduit, neutral conductors, phase conductors (among other physical features) 
are explicitly modeled for a steel conduit enclosed circuit.  
 
The overall power quality assessment model is efficiently solved in two steps. In the first step, 
the model is quadratized; that is, a nonlinear model of a system component is converted into a set 
of second order equations with the introduction of appropriate transformations. Then, in the 
second step, the quadratized model is solved with a Newton-type algorithm. The resulting 
analysis method is robust and efficient. This methodology can be used in time and frequency 
domain analyses. 
 
The actual power quality assessment methodology is based on Monte Carlo simulation. As a 
result, it provides statistically-based assessment of power quality over different system 
conditions and events. The methodology predicts the expected performance of the system in 
terms of voltage sags and swells as well as with respect to published “susceptibility curves”. 
 
The major results from this project include: 
 

• A multiphase, secondary distribution system model for time domain and frequency 
domain analysis, including conduit enclosed power circuits. 

 
• A comprehensive methodology for characterizing voltage sags and swells in power 

systems. 
 

• A comprehensive methodology to assess power quality problems from a variety of 
transient phenomena including lightning. 

 
• A comprehensive methodology that quantifies the effects of grounding system practices 

on power quality. 
 
• A computer model for the statistical evaluation of any power system in terms of voltage 

sags and swells. 
 
• An improved computer model for modeling permeable material conduit and enclosed 

power circuits, and for evaluating the mutual coupling between conduit enclosed power 
circuits and communication circuits. 

 
• An integrated model of secondary power distribution networks with distributed energy 

resources. (This effort was also supported by CERTS.) 
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1.0 Introduction 
 
This project is an effort to develop analysis and design tools for maximizing power quality of 
medium and low voltage power circuits without or with distributed energy sources. Specific 
focus areas are: 
 

• Develop an understanding of the relationship between distribution system grounding and 
distribution system performance measured with (a) feeder outages, temporary 
interruptions, voltage sags and voltage swells, (b) power quality at the end user and (c) 
safety.  

• Develop an understanding of the interaction of utility systems and the end user electric 
installations. Quantify the effects of design options in terms of EM fields, safety and 
interruptions. 

• Identify needs for analysis methods to properly address these issues.  
• Develop design guidelines for cost-effective power quality improvements. 

 
Disturbances that affect power quality are multiple: (a) lightning, (b) switching, (c) power faults, 
(d) feeder energization inrush currents, (e) motor start, (f) load imbalance, (g) harmonics and 
resonance, and (h) EMI. The effects on the end user could be voltage distortion, voltage sags, 
voltage swells, outages, and voltage imbalance. These effects may have different levels of impact 
depending on the susceptibility of the end-user equipment. For a specific susceptibility of end-
user equipment, the impact of disturbances can be mitigated by design modifications of circuit 
layout, grounding system design, overvoltage protection, filters, use of steel conduit, use of 
additional transformers, etc. Traditional power system analysis methods are based on models that 
do not capture these phenomena, for example, the most usual models of sequence components do 
not predict the voltages in neutrals or grounds and therefore are not appropriate for accurate 
prediction of voltage variations. This report proposes a new modeling approach and analysis 
method for better voltage disturbance evaluation. We address the steady state case as well as 
transient case. 
 
The proposed method is based on modeling electric power system in their physical configuration 
(i.e., 3-wire, 4-wire or 5-wire system) without the use of any transformations, such as the 
symmetrical component transformation. We also propose a new analysis method for the overall 
electric power system based on physical models. The proposed methodology is capable of 
modeling systems with three phase wires, four wires (three phase and a neutral/or ground wire), 
five wires (three phase wires, neutral and a ground wire), single and double phase circuits, 
grounding and bonding points, and grounding systems. The proposed methodology has 
additional desirable features. For example, a physically based model can explicitly represent 
grounding systems, the size of the neutral wire, and the ground wires. These practices have been 
known to have great effect on power quality. Another important property is that a physically 
based model and analysis procedure provides the means to expose the interrelationship between 
the physical parameters and power quality. This property naturally leads to comprehensive cost-
benefit analysis. 
 
The report presents the proposed methodology and provides practical examples. 
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1.2 Main Accomplishments 
 
The main accomplishments of this project are: 
 

• Formulation of a multiphase secondary distribution system model for time domain and 
frequency domain analysis and including conduit enclosed power circuits. 

 
• A comprehensive methodology for characterizing voltage sags and swells in power 

systems. 
 

• A comprehensive methodology to assess power quality problems from a variety of 
transient phenomena including lightning. 

 
• A comprehensive methodology that quantifies the effects of grounding system practices 

on power quality. 
 
• A computer model for the statistical evaluation of any power system in terms of voltage 

sags and swells. 
 
• An improved computer model for modeling permeable material conduit and enclosed 

power circuits and evaluating the mutual coupling between conduit enclosed power 
circuits and communication circuits. 

 
• An integrated model of secondary power distribution networks with distributed energy 

resources (This particular effort was also supported by the Consortium for Electric 
Technology Solutions, described at http://certs.lbl.gov/). 

 
 
1.3 Background on Power Quality Assessment 
 
Disturbances that affect power quality include such phenomena as (a) lightning, (b) switching, 
(c) power faults, (d) feeder energization inrush currents, (e) motor start, (f) load imbalance, (g) 
harmonics and resonance, and (h) EMI. The effects on the end user could be voltage distortion, 
voltage sags, voltage swells, outages, voltage imbalance, among other effects. These effects may 
have different levels of impact depending on the susceptibility of the end-user equipment. For a 
specific susceptibility of end-user equipment, the impact of disturbances can be mitigated by 
design modifications of circuit layout, grounding system design, overvoltage protection, filters, 
use of steel conduit, use of additional transformers, and other design options. The effectiveness 
of these design options on power quality can be analyzed with specialized analysis software. The 
analysis methods should be able to model systems with three phase wires, four wires (three phase 
and a neutral/or ground wire), five wires (three phase wires, neutral and a ground wire), single 
and double phase circuits, grounding and bonding points, and grounding systems. Such 
comprehensive methods do not exist. The focus of the research of this project was to “fill the 
gap” by developing methodologies that address these issues. 
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1.4 Summary Guide to this Report 
 
Section 2 provides a description of the research project objectives. 
 
Section 3 describes the mathematical techniques used in the development of power system 
models. Specifically, time domain and frequency domain simulation methods are presented 
based on quadratized power system component models. The generalized model equations are 
described, as well as a detailed example model of a steel conduit enclosed power circuit. 
 
Section 4 presents several applications of the developed methodology, including analysis of 
power system harmonics, electromagnetic fields generated by power circuits, voltage sags and 
swells due to faults, propagation of lightning induced transients via deterministic as well as 
Monte Carlo based methods. 
 
Section 5 presents a summary and conclusions of the project research. 
 
Appendices A and B provide brief descriptions of two computer models used in this project: 
GEMI and uGrid. The computer Model GEMI focuses on the analysis and design of power 
distribution systems containing steel conduit enclosed circuits, and in particular on the effects of 
the magnetic properties of the steel conduit in the performance of the distribution system. The 
computer model uGrid provides power flow analysis of power distribution networks containing 
distributed sources such as microturbines, fuel cells, inverters etc. 
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2.0 Project Approach and Description 
 
The research objective is to develop methodologies that will allow systematic investigation of all 
known factors affecting power distribution system performance and connected end user electrical 
installations including distributed energy sources. These factors are: (1) lightning (direct and 
induced), (2) switching, (3) power faults, (4) feeder energization in-rush current, (5) loading 
imbalance, and (6) harmonics. For example, it is known that induced lightning may result in a 
power fault and subsequent voltage sag in one phase and over-voltage at the other two phases. 
The grounding system design plays an important role in (a) determining whether an induced 
lightning may result in a power fault in the first place and (b) the level of voltage sag and over-
voltage. Thus, this approach will result in the characterization of the effects of these parameters 
on power quality. 
 
The research has been focused on developing comprehensive analysis tools for evaluating the 
power quality performance of typical distribution systems as affected by the factors mentioned 
above. The performance of power distribution systems has been quantified with statistical 
measures of frequency and duration of the disturbances with respect to the CBEMA 
susceptibility curve. The basic analytical tool is a Monte Carlo simulation with effects analysis. 
The models have been exercised on several alternate system designs and overvoltage protection 
schemes. The results are summarized in this report. Conclusions are drawn as to the effectiveness 
of the various design practices in improving the performance of distribution systems. 
 
The design practices for medium and low voltage systems are in general different in Europe and 
the United States. A collaborative effort with researchers in Europe has been focused on defining 
the differences. The results of these comparisons have been reported in technical papers that are 
listed in this report. 
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3.0 Model Development 
 
This section describes the modeling approach and development. The modeling approach is based 
on methods that explicitly and accurately represent system asymmetries and imbalances. The 
modeling is “physically” based; i.e., it relates to the design parameters and geometry of the 
components (power lines, transformers, power electronic blocks, etc.). The implication is that 
system performance can be directly coupled to specific design parameters. This is an important 
advantage and to our knowledge, this approach is not used elsewhere.  
 
Several representative components of electric power systems have been developed using the 
above mentioned approach. In particular, a generalized model of conduit enclosed power circuits 
has been developed. This model is an extension of the previous single conduit model that was 
developed in the program GEMI. The new model permits the evaluation of induction phenomena 
among power circuits enclosed in conduit. It accommodates frequency domain analysis and well 
as time domain analysis. In case of steel conduit, it models the saturation effects of the steel 
conduit. The model has been fully developed within the GEMI program. 
 
The modeling methodology presented here has the capability to perform steady state (frequency 
domain) analysis and well as time domain analysis. These two analysis methods are based on a 
quadratized model of all power system components and use Newton’s method to obtain the 
network solution. A brief description of the method (both frequency domain and time domain) is 
presented in general form. Following this description, an example of component modeling is 
presented. The specific example used is a generalized model of conduit enclosed power circuit. 
 
 
3.1 Time Domain Analysis 
 
Any power system device is described with a set of algebraic-differential-integral equations. 
These equations are obtained directly from the physical construction of the device. It is always 
possible to cast these equations in the following general form: 
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where i: vector of terminal currents 
 v: vector of terminal voltages 
 y: vector of device internal state variables 
 u: vector of independent controls. 

Note that this form includes two sets of equations, which are named external equations and 
internal equations respectively. The terminal currents appear only in the external equations. 
Similarly, the device states consist of two sets: external states (i.e., terminal voltages, v(t) and 
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internal states, y(t)). The set of equations (3.1) is consistent in the sense that the number of 
external states and the number of internal equations equals the number of external and internal 
equations respectively. 
 
Note that equation (3.1) may contain linear and nonlinear terms. Equation (3.1) is quadratized; 
i.e., it is converted into a set of quadratic equations by introducing a series of intermediate 
variables and expressing the nonlinear components in terms of a series of quadratic terms. The 
resulting equations are integrated using a suitable numerical integration method. Assuming an 
integration time step h, the result of the integration is given with a second order equation of the 
form: 
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where: are the device terminal currents vector, external states vector and 
internal states vector respectively, and 

)(),(),( tyandtvti

)(),( 21 htbhtb −−  are past history functions. 

Network Equations: The network solution is obtained by application of Kirchoff’s current law 
at each node of the system. This procedure results in the set of equations (3.3). To these 
equations, the internal equations are appended resulting to the following set of equations:  
 

           (3.3) inj
k

kk ItiA =∑ )(

  internal equations of all devices       (3.4) 
 

where  is a vector of nodal current injections, Ak is a component incidence matrix with: injI

  =1, if terminal j of component k is connected to node i { }Aij
k

  = 0, otherwise 
  are the terminal currents of component k. )(ti k

Note that Equations (3.3) correspond one-to-one with the external system states while Equations 
(3.4) correspond one-to-one with the internal system states.  

The component k terminal voltage  is related to the nodal voltage vector v(t) by: v tk ( )

 

         (3.5) )()()( tvAtv Tkk =
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Solution of Network Equations: Upon substitution of device equations (3.2), the set of 
equations (3.3) and (3.4) become a set of quadratic equations: 
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where x(t) is the vector of all external and internal system states. 
 
These equations are solved using Newton’s method. Specifically, the solution is given by the 
following expression. 
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where: J is the Jacobian matrix of equations (3.6) and  are the values of the state variables 
at the previous iteration. 

)(txν

 
 
3.2 Frequency Domain Analysis 
 
Starting from the quadratized equations (3.1) and assuming that the device operates under steady 
state (single frequency) conditions, equations (3.1) are transformed into the following set of 
complex equations: 
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where  kI~ : vector of terminal currents 

kV~ : vector of terminal voltages 
kY~ : vector of device internal state variables 

 [ ]Tkkk YVX ~~~
=  

 
and , , and  are matrices with appropriate dimensions.  is obtained from 
the complex state 

k
cmpxeqy _

k
cmpxeqb _

k
realeqf _

kx
kX~  by replacing each element with its corresponding  vector that consists 

of the real part and the imaginary part. 
12×

)(•F  denotes a function mapping from a real vector to a 
complex vector. Note that this form includes two sets of equations, which are named external 
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equations and internal equations respectively. The terminal currents appear only in the external 
equations. Similarly, the device states consist of two sets: external states (i.e., terminal voltages, 

kV~ ) and internal states, kY~ . The set of equations (3.8) is consistent in the sense that the number 
of external states and the number of internal states equals the number of external and internal 
equations respectively. The form of equations (3.8) resembles the Norton form for electrical 
components. For this reason we have named the model expressed with Equation (3.8) the 
Generalized Norton Form (GNF). 
 
Network Equations: The network equations are obtained by application of the connectivity 
constraints among components. For electrical circuits, the connectivity constraints are simply 
Kirchoff’s current law at each node of the system. This procedure results in the set of equations 
(3.9). To these equations, the internal equations are appended resulting in the set of equations 
(3.9) and (3.10):  
 

0IA
k

kk =∑ ~           (3.9) 

internal equations of all devices       (3.10) 
 
where kI~  is component k terminal currents composed of the currents at the composite nodes 

, Ak is a component incidence matrix defined with: ,..., 21 kk
 

{ }Aij
k =1, if terminal j of component k is connected to node i 

 = 0, otherwise 
 
Let V~  be the vector of voltages at all the nodes of the system grouped by composite nodes. Then, 
the following relationship holds: 
 

VTkk AV
~)(~ =           (3.11) 

 
where kV~  is the vector of component k terminal voltages. Upon substitution of device equations 
(3.8) and incidence equations (3.11), the set of equations (3.9) and (3.10) become a set of 
quadratic equations:   
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where X~  is the vector of states composed of all the components’ state kX~ ; x is the vector of 
network states composed of all the components’ state ; kx BandfY ,,~  are matrices with 
appropriate dimensions. These equations are the network equations. The simultaneous solution 
of these equations is obtained via Newton’s method described next. 
 
Solution of Network Equations: The numerical algorithm for solving the network equations 
(3.12) consists of two steps. First, we convert the network equations (3.12) into Cartesian 
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coordinates by simply replacing each complex variable with its Cartesian form and separating 
the real and imaginary parts of the complex equations. The procedure is equivalent with 
replacing each element in Y~  with its corresponding 22×  Hermetian matrix. In particular, ijY~  is 
replaced by: 
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where superscript r denotes real part and superscript i denotes imaginary part. Then, equation 
(3.12) is transformed into Equation (3.13) below: 
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Equation (3.13) is solved using Newton’s method. Specifically, the solution is given by the 
following algorithm: 
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where  is the iteration step number;  is the Jacobian matrix of equations (3.13). In particular, 
the Jacobian matrix takes the following form: 
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Algorithm (3.14) guarantees quadratic convergence since it is Newton’s method applied to a set 
of quadratic equations. In fact, algorithm (3.14) converges in two or three iterations. 
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3.3 Example Model: Generalized Conduit Enclosed 
Power Circuit 
 
The model of a general conduit enclosed circuit is shown in Figure 3.1. There are two metallic 
conduits, each conduit encloses a circuit. The various conduits may be constructed from 
permeable material (magnetic) or nonmagnetic metallic or nonmetallic. The presented 
methodology addresses all possibilities. The model equations for this system are described next. 
 
 

 
 

Figure 3.1. A General Conduit Enclosed Circuit 
 
 
3.3.1 Modeling of General Conduit Enclosed Circuit – Magnetic Conduit 
 
A general model of conduit enclosed circuits has been developed. The conduit may be metallic 
permeable (magnetic) or non-permeable (non-magnetic) material. This section describes the 
model when the conduit is permeable (magnetic). 
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Figure 3.2. A Magnetic Conduit Enclosed Circuit 
 

The geometry of this problem is shown in Figure 3.2. The magnetic properties of the conduit are 
described through the magnetic field dependent relative permeability )(Hrµ  given by 
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µµµµµ
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µ

µ α    (3.15a) 

 
0.1)( =Hrµ           (3.15b) 

 
where H is the total magnetic field intensity in the magnetic material,  is the free space 
permeability, and B

µ0

0, H0, , and  are material dependent parameters. α µ r ,max

 
Equation (3.15a) applies to magnetic conduit and equation (3.15b) applies to the remaining part 
of the system (i.e., the power conductors, the insulation and the air). 
 
Typical values for the constants appearing in above equations are: 
 
 8,0.300,1,5.0 max, === αµ andTeslaB rs . 
 
The plot of relative permeability versus magnetic field intensity for the above parameters is 
illustrated in Figure 3.3. 
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Figure 3.3. Relative Permeability versus Magnetic Field Intensity 

 
The magnetic field analysis problem is inherently nonlinear due to the presence of the permeable 
material (magnetic) conduit. In modeling this system, a quasi-static (for low frequencies as well 
as the 60 Hz of the power system) approach has been employed [2]. The magnetic field r

(vector variable) in every region is written as a sum of two terms: H
 
           (3.16) mc HHH

rrr
+=

 
where the first term, , is the magnetic field that results from assuming that everything in the 
system remains identical to the original problem except that the conduit material is non-magnetic 
(non-permeable). The second term, 

cH
r

mH
r

, expresses the perturbation of the magnetic field due to 
the presence of the magnetic material in the conduit region. Using this approach, the original 
problem is broken down into two sub-problems. The first sub-problem involves the solution of 
the magnetic field problem in the case of a system of non-magnetic conductors and conduit. The 
first sub-problem is solved with standard techniques described in many textbooks including [3]. 
 
The term  satisfies the following Maxwell’s equation: cH

r

 
           (3.17) JH c

rr
=×∇
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where the radiation term (displacement current has been dropped due to the quasi-static 
approximation). The term  denotes the current density which is determined from the solution 
of the first sub-problem along with the calculation of 

J
r

cH
r

. Since the total magnetic field H
r

 also 

satisfies Equation (3.17) it can be deducted that mH
r

 satisfies the homogeneous curl equation 

 and consequently it can be expressed as the gradient of a scalar magnetic potential 
function Φ : 

0=×∇ mH
r

 
           (3.18) Φ−∇=mH

r

 
It follows that the divergence of the total magnetic potential Φ  satisfies the following equation: 
 
         (3.19) )()( cH

r
µµ ⋅∇=Φ∇⋅∇

 
In above equation  is known from the solution of the first sub-problem (the non-magnetic 
material sub-problem). For a region of constant relative permeability the above equation is 
written in the form 

cH
r

 
          (3.20) 02 =⋅∇=Φ∇ cH

r
µµ

 
since the  magnetic field has also a zero divergence. The last equation is a Laplace equation 
for the scalar magnetic potential Φ . Equation (3.20) needs to be solved for each region of the 
second sub-problem which is depicted in Figure 3.2. Since there is a magnetic material (steel 
conduit), the scalar magnetic potential must satisfy a boundary condition at the boundaries 
between materials of differing relative permeability (

cH
r

outin arandar == ,  in Figure 3.4). At these 
boundaries the normal component of the total magnetic flux density must be continuous. If brr =  
represents the boundary surface between two media of permeabilities 1µ  and 2µ , then the 
following conditions must be satisfied: 
 
         (3.21) )

)

()( 21 bb rrrr =Φ==Φ
 
  ()( 2211 brbr rrHrrH === µµ  
 

or  
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
Φ∂

−=
⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡

∂
Φ∂

−
== bb rr

cr
rr

cr r
H

r
H 2

22
1

11 µµ      (3.22) 

 
where  are the radial component of the total magnetic field, the radial 

component of  (first sub-problem), and the scalar magnetic potential, respectively. However, 
the solution of the first sub-problem 

2,1,,, =Φ iHH icriri

cH
r

r
Hc  must satisfy the condition 

 (continuity of normal H)()()( 21 bcrbrbr rrHrrHrrH ===== c component). Using the last 
equality the second boundary condition is written as 
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µµµµ     (3.23) 
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Figure 3.4. Illustration of Conduit Segmentation into Slices 
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Figure 3.5. Detail of Segmentation and Notation for Difference Equations 
 
 
 
The last equation contains the term Hcr (r = rb) which in general will have angular dependence 
since the non-magnetic conductors are eccentric. This term forces the scalar magnetic potential 
to also be an angular dependent quantity. Therefore for any region in which Equation (3.20) 
needs to be solved the scalar magnetic potential will have both radial and angular dependence; 
i.e., ),( φrΦ=Φ  (assuming a cylindrical coordinate system) and Equation (3.20) reduces to  
 

011
2

2

22

2

=
∂

Φ∂
+

∂
Φ∂

+
∂

Φ∂
φrrrr

       (3.24) 

 
The resulting magnetic field  is given by mH

r

 

φ
φ

ˆ1ˆ
∂
Φ∂

−
∂
Φ∂

−=
r

r
r

H m

r
       (3.25) 

 
where  are the unit radial and tangential vectors at point φ̂  ˆ andr ( )φ,r . Equations (3.24) and 
(3.25) cannot be solved analytically due to the angular and radial dependence of the scalar 
magnetic potential. These equations are solved using the finite-difference technique. The 
discretized equations and their corresponding boundary conditions are summarized in the next 
section. 
 

 15



 

Equation (3.24) also needs to be solved in the region outside the conduit. This region is 
unbounded. Since Equation (3.24) is solved numerically, an artificial boundary is used 
sufficiently far from the conduit at a distance Bar =  (see Figure 3.4). At this artificial boundary 
a suitable boundary condition is used. There are two possible choices. The first one is to set the 
scalar magnetic potential at  to zero since this potential tends to zero as Bar = ∞→Ba . The 
second condition is to set the radial (normal) derivative of the magnetic scalar potential to zero. 
This is justified since at a sufficiently large distance away from the conduit-and-conductors 
system, the magnetic field will have a tangential component only. The latter is the boundary 
condition used in this analysis. 
 
The above analysis is applied to all segments of the conduit (the segmentation of the conduit is 
illustrated in Figures 3.4 and 3.5). Specifically, the conduit is divided into a number (N in Figure 
3.4) of concentric layers (rings) and the relative permeability of each layer is known and 
assumed to be constant within the layer. Then, Equation (3.24) is solved within each region 
under the boundary conditions described by Equations (3.21) and (3.22). After the calculation of 
the scalar magnetic potential the total magnetic field is computed everywhere. Consequently, a 
new estimate of the relative permeability profile of the conduit is computed. Then the procedure 
is repeated until the relative permeability profile of the conduit and the resulting total magnetic 
field are self-consistent; i.e., they satisfy Maxwell’s equations. 
 
In summary, the algorithmic steps of the solution are: 
 

1. Calculation of the magnetic field cH
r

 that results from the solution of the non-magnetic 
problem (first sub-problem, Figure 3.4). 

 
2. Separation of the conduit in N concentric layers with relative permeabilities specified 

from Equation (1) where H Hc=
r

. 
 

3. Solution of the Laplace Equation (3.24) for each region of the second sub-problem 
(Figure 3.4) under the boundary conditions (3.21) and (3.22). 

 
4. Calculation of the perturbation magnetic field 

r
H m  from Equation (3.18). 

 
5. Calculation of the total magnetic field from Equation (3.16). 

 
6. Repetition of step 2 with relative permeabilities computed using the total magnetic field 

computed in step 5. 
 

7. Repetition of step 2 through 6 until a self-consistent magnetic field profile and relative 
permeability profile are obtained. 

 
The above described procedure is implemented using finite differences. The equations for the 
finite differences are given next. 
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3.3.2 Finite Difference Implementation 
 
The Laplace’s equation for the scalar magnetic potential Φ  [Equation (3.24)] is discretized using 
a cylindrical two-dimensional grid as shown in Figure 3.4 and 3.5. It is assumed that within a 
region in which the Laplace’s equation is solved the radial, r∆ , and angular, ∆φ , grid spacings 
are constant. Considering the points 0 through 4 in Figure 3.5 we derive the difference equation 
corresponding to Equation (3.24): 
 

0
)(

2
2

1
)(

2
2

0

40321
02

201 =
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∆
Φ−Φ

+
∆

Φ+Φ−Φ
φrrrr

    (3.26) 

 
which is also written as 
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 (3.27) 

 
Φ i  (i = 0,1,...4) is the scalar potential at grid points 0 through 4 respectively and r0 is the radial 
coordinate of point 0. Equations (3.26) or (3.27) are written for any point within a homogeneous 
region in the grid. 
 
Of particular interest are the points that lie at the boundary between two regions of differing 
permeability. In this case the boundary condition expressed by Equation (3.21) is written in a 
discretized form. The continuity of the scalar potential across a boundary is accomplished by 
using grid points exactly at the boundary surface between the different regions. In order to 
achieve the latter it is imperative to use unequal radial grid spacing from region to region. 
Assuming that S is the boundary between two regions 1 and 2 of permeabilities  and µ1 µ2  (as 
shown in Figure 3.5) the radial grid spacings are ∆r1  and ∆r2  respectively. It is noted that it is 
not necessary to have unequal angular grid spacing for this problem. With a lengthy derivation 
(not included here) the discretized form of Equation (3.21) is given by the following expression: 
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Note that equation (3.28) reduces to Equation (3.26) in the case of a homogeneous region when 

 and . µ µ1 = 2 r∆ ∆ ∆r r1 2= =
 
The outer artificial boundary at Bar =  needs to be treated as follows. The points on this 

boundary satisfy the condition 0=
∂
Φ∂
r

. A lengthy derivation (not shown here) leads to the 

conclusion that each point in the artificial boundary satisfies the following discretized boundary 
condition: 
 

)(2)22( 4322
0

2

2022
0

2

Φ+Φ
∆

∆
+Φ=Φ

∆
∆

+
φφ r

r
r

r
     (3.29) 

 
Finally, the origin of cylindrical coordinate system satisfies the condition 
 

∑
=

Φ=Φ
N

i
iN 1

0
1          (3.30) 

 
where  (i = 1, 2, ..., N) are the closest neighbor to the origin points. Φ i
 
Equations (3.27) or (3.28) or (3.29) or (3.30) are written for each grid point of the problem 
defined in Figure 3.4 and 3.5 (second sub problem). These equations form a set of linear 
equations which can be written in the following compact matrix notation. 
 

[ ][ ] [ ]bA =Φ           (3.31) 
 
where [A] is a coefficient matrix of dimensions m x m (where m is the total number of grid 
points),  is a vector of length m containing the scalar magnetic potential of the grid points, 
and  is the source vector of length m the nonzero terms of which are due to the boundary 
condition (3.22). 

[ ]Φ

[ ]b

 
The solution of the system of equations (3.31) specifies the scalar magnetic potential at each grid 
point. Then, the 

r
 can be found using the discretized form of equation (3.18). The 

discretization procedure of equation (3.18) is lengthy but straightforward procedure yielding: 
H m
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where 000 sinˆcosˆˆ φφ yxr +=  and  (hatted variables denote unit vectors). 000 cosˆsinˆˆ φφφ yx +−=
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4.0 Power Quality Assessment 
 
The quality of power at the consumer site is affected by (a) temporary disturbances that may 
originate anywhere in the system and (b) waveform distortion from nonlinear loads. The sources 
of disturbances are multiple and with varying parameters. For example, in many places of the 
world, the most frequent disturbances originate from lightning activity near electric installations. 
Lightning generates overvoltages that may result in flashover causing voltage sags to some 
portion of the distribution system, voltage swell to other areas, as well as interruption of power. 
The number of customers affected depends on the design of the system and placement of 
interruption devices, while the level of voltage sags or swells may depend on the grounding 
system, size of neutral, etc. Thus, the grounding system design plays an important role on the 
performance of the system from the PQ point of view. The modeling and analysis methodology 
presented in the previous section is well suited for this application. It is also pointed out that 
many of the causes are statistically distributed both in time and in space. Statistical methods 
represent the best way for meaningful assessment of their effects on power quality.  
 
In this section we first present the application of the proposed methodologies on specific power 
quality problems. Subsequently, we apply statistical methods using the physically based models 
of the system to provide an excellent tool for correlating design options to power quality 
performance. For example, we consider a typical distribution system consisting of a typical 
overhead distribution system, underground feeders, electric loads, motors, and other types of 
nonlinear loads. This system may be subjected to a number of disturbances, exogenous such as 
lightning as well as system internal disturbances such as motor start-up and shutdown, distorting 
loads, switchings, and power electronic based controllers. Depending on the phenomena to be 
studied, specific devices and or events are imposed on the system. In this section we present 
specific examples of the types of analyses necessary. Then, we connect all these analyses with a 
Monte Carlo Simulation for the purpose of statistically assessing the power quality performance 
of a system. This approach is very useful for meaningful and cost effective improvements of the 
system to maximize power quality. 
 
 
4.1 Harmonics 
 
Harmonic generation and propagation can be studied with the proposed methodology by 
connecting various types of distorting loads and examining the harmonic content of voltages or 
currents anywhere in the system. Specifically, a harmonic analysis on any voltage or current 
anywhere in the system can be performed. As an example, Figure 4.1 illustrates a harmonic 
analysis of the Phase A current on the high side of the transformer for a specific operating 
condition. This figure is obtained by capturing one cycle of the solution of the system at a 
specific node (voltage) or terminal (current) of the system and subsequent Fourier analysis of the 
waveform. 
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Figure 4.1. Spectrum Analyzer Display of a Specific Voltage Waveform 

Another more important issue associated with harmonics is the issue of harmonic resonance. For 
this purpose the described analysis method is performed for an appropriate set of frequencies. At 
each frequency the impedance or transimpedance of the system is computed and presented in the 
form of a graph (frequency scan or Bode plot). As an example, Figures 4.2, 4.3 and 4.4 present 
the results of this analysis. Figure 4.2 illustrates the example system. Note that it is a small 
section of a typical distribution circuit with voltage correction capacitors placed at specific points 
of the system. Note also that the grounding of the system is modeled. Figure 4.3 illustrates the 
positive sequence impedance as a function of frequency at BUS70 of the system, while Figure 
4.4 illustrates the impedance between phase A and neutral at the same BUS70 of the system as a 
function of frequency. It is pointed out that the resonance characteristics of Figure 4.3 are mainly 
affected by the positive sequence impedance of the system. In this case the design of the 
grounding system has very little or no effect on the resulting resonance characteristics. On the 
other hand, the data of Figure 4.4 are affected by the size of the neutral wire of the system, the 
groundings of the distribution line and the soil resistivity. In terms of familiar nomenclature, we 
state that the results of Figure 4.4 depend on positive, negative and zero sequence impedances of 
the system and the zero sequence impedance is affected by the grounding system design (it is 
pointed out that the analysis method does not use the positive, negative and zero sequence 
impedances for modeling the circuit but rather the physically based model of the distribution 
circuit). This means that grounding does affect the resonance characteristics of the system for the 
condition of Figure 4.3 (positive sequence). Comparing the two figures (4.3 and 4.4) it is 
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apparent that there is a common resonance frequency at 334 Hz. The resonance Q is quite high 
for the positive sequence resonance (Z=872 ohms) and much lower for the phase to neutral 
resonance (Z=163ohms). This result should be expected since the grounding system does 
introduce a substantial resistive component in the phase A to neutral impedance of the circuit. 
This component can be controlled by appropriate grounding system design procedures. Note that 
the grounding resistance is beneficial in reducing the resonance Q. 
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Figure 4.2. Example Test System for Harmonic Resonance 
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Figure 4.3. Positive Sequence Harmonic Resonance – BUS70 
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Figure 4.4. Phase A to Neutral Resonance at BUS70 

 

It is important to note that this tool provides the capability to quantitatively study the effects of 
alternate grounding system designs on resonance frequencies and resonance Q. This capability is 
demonstrated with the system of Figure 4.5. The system consists of a typical distribution circuit 
that feeds a six pulse converter load. The major parameters of the system are listed in the figure. 
The driving impedance graph at the point of common coupling with the six pulse converter load 
is given in Figures 4.6 and 4.7 for the positive sequence and zero sequence respectively. The 
impact of alternative grounding arrangements on the resonance Q has been studied with this 
example. The resonance performance of the positive sequence is not sensitive to grounding 
arrangements. However the resonance performance of the zero sequence is very sensitive. As an 
example, Table 4.1 provides the resonance Q for the system of Figure 4.5 as a function of the 
grounding impedance of the capacitor banks, BUS1 and BUS2. Note that as the grounding 
resistor is increasing, the resonance Q is decreased. 
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Table 4.1 Resonance Q versus Grounding Impedance 
 

R-Ohm 0 1 2 4 10 
Q 9.41 7.07 5.73 4.21 2.77 

 

G

13.8 kV Distr. Line
Phase: ACSR, 795 kcm, Neutral: ACSR, 715.5 kcm

Length: 3.5 mi, Span: 440 ft, Pole Grd: 85 ohms
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Figure 4.5. Example Test System for Harmonic Resonance 
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Figure 4.6. Positive Sequence Trans-Impedance (LOAD to BUS2) 
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Figure 4.7. Zero Sequence Trans-Impedance (LOAD to BUS2) 
 
 
4.2 Electromagnetic Fields 
 
Another major issue is the electromagnetic (EM) field generated by power circuits. These fields 
have three major effects. The first is the much debated issue of biological effects of 
electromagnetic fields. Specifically, EM fields may be hazardous to health. Numerous studies 
have been produced, some of them affirming the biological effects, some showing a relatively 
small statistical biological effect. IEEE has adopted the policy of “prudent avoidance” of 
excessive electromagnetic fields. In this research project our focus is to develop methodologies 
for accurate computation of electromagnetic fields for any design of the system and in particular 
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any design of grounding systems. The second effect is the phenomenon of interaction with 
sensitive electronic devices, such as TVs, computer monitors, PLCs, etc. The third effect is the 
impact of electromagnetic fields on the distribution of electric currents in power circuits. 
Specifically, electromagnetic fields interact with the current flow in conductors causing uneven 
distribution of current within a conductor or uneven split of currents in multiple conductors that 
are connected in parallel. This phenomenon is particularly prominent in multiple parallel circuits. 
Uneven current distribution may cause circuit overheating and insulation failures. To avoid these 
problems these phenomena must be taken into account in the design of power distribution 
circuits. One approach to account for uneven current distribution effects is to specify circuit 
conductor sizes using derated conductor ampacities. The derating factors are computed by 
analyzing the current distributions for the specific circuit topology. The proposed methodology is 
particularly suitable for these computations. Reference [9] describes the overall approach using 
the methodology developed in the program GEMI (see also Appendix A). 
 
 
4.3 Voltage Sags and Swells 
 
Sequences of fault initiation, fault clearing and reclosing can be studied with the proposed 
methodology by simply inserting a fault, waiting for the breaker logic to interrupt the circuit and 
then reclose. For a single phase to ground fault, voltage sags can be observed at some loads and 
voltage swells can be observed at other loads. The level of voltage sags and swells is dependent 
upon the design of the system and the impedances of the system. 

Voltage Sags and Swells: Sequences of fault initiation, fault clearing and reclosing result in 
voltage sags for certain customers and voltage swells for others. The level of the voltage swells 
and sags depends on grounding system design. This fact had been recognized long time ago. For 
example, an IEEE committee has drafted the nomogram of Figure 4.8. The data of Figure 4.8 
have been computed with an approximate model based on sequence parameters representation of 
the power system. This nomogram provides the percent voltage (voltage swell) on the unfaulted 
phases for a single line to ground fault at the same location as a function of the zero sequence 
resistance (R0), zero sequence reactance (X0) and positive sequence reactance (X1). Note that 
the zero sequence components depend on the design of the grounding system and the voltage 
swells depend on the zero sequence impedance. The method presented in this paper provides the 
exact voltage swells and voltage sags for any fault at any location and for any design system in 
terms of neutral size, grounding design, etc. As an example, Figure 4.9 illustrates the voltage 
swells and sags along a circuit during a single line to ground fault. Note that the two unfaulted 
phases experience a different level of voltage sags and swells due to the asymmetry of the 
system. 
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Figure 4.8. Nomogram of Voltage Swells During Single Phase Faults 

 27



 

 

Transmission Line Voltage & Current Profile  Close 

0.00 0.75 1.50 2.25 3.00 3.75
Distance (miles)

-8.00

-6.00

-4.00

-2.00

0.00

2.00

Vo
lta

ge
 (k

V)

_A
_B
_C
_N

 Absolute 
 Deviation 

 Remote Earth 
 Neutral 
 Ground 

Voltage Reference

6.92 Volt age 
 Current  

Displayed Quantity Nominal Voltage

kV (L-L)

Plot Mode
Distribution Line, 12 kV

1.250

-5.810

Distance

_A

0.3334

0.9744

_B

_C

0.00
_N

BUS40 BUS50
Program IGS - Form CODE_102A

 
Figure 4.9. Distribution of Voltage Swells and Sags  
for a Specific Fault Condition and Circuit Design 

 

The faulted phase experiences voltages sags that vary along the length of the circuit. Figure 4.10 
illustrates the voltages with respect to the neutral. Figure 4.11 illustrates the absolute voltages of 
the same phases and same fault condition as well as the voltage of the neutral. Note that the 
neutral voltage varies along the length of the circuit. The neutral voltage is strongly dependent 
upon the grounding method of the neutral. It is also important to note here that the absolute 
voltage swells of the unfaulted phases are lower than the voltage swells relative to the neutral. 
The difference is due to the voltage elevation of the neutral due to the ground fault. The level of 
the neutral voltage elevation is dependent upon the design of the grounding system. 
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Figure 4.10. Distribution of Voltage Swells and Sags for a Specific Fault Condition 
and Circuit Design – Deviation from Nominal, Voltages to Neutral 

 
 

Figure 4.11. Distribution of Voltage Swells and Sags for a Specific Fault Condition 
and Circuit Design – Deviation from Nominal, Absolute Voltages 
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What is more important is the statistical distribution of the voltage swells or voltage sags for 
various types of faults that may occur in the system. This topic is addressed in the section Monte 
Carlo Simulation. 
 
 
4.5 Asymmetry and Imbalance 
 
Distribution systems are not symmetric and they are loaded with many single phase loads. Both 
factors generate unbalanced conditions that can be accentuated with the interaction of dynamic 
loads such as induction motors. These unbalances can be controlled by appropriate grounding of 
circuits, use of transformers, placing neutral in symmetric locations with multi-grounds, 
increasing the size of the neutrals, use of zig-zag transformers, decreasing the impedance of the 
grounds, etc. The presented model in this paper provides an analytical tool for quantifying the 
effects of various design options on the unbalance. As an example, Figure 4.12 illustrates an 
example system that consists of a small section of a typical distribution system with two 
induction motor loads. One induction motor is directly connected to the distribution system via a 
cable circuit and the other is connected to the distribution system via a delta-wye connected 
transformer, solidly grounded on the wye side. This induction motor operates near balanced 
conditions. The other induction motor, however, is experiencing a rather substantial unbalance, 
shown in Figure 4.13. 
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Figure 4.12. Example Distribution System for Unbalance Studies 
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Figure 4.13. Typical Results of Unbalance and Effects on Induction Motors 

 
 
4.6 Transients Propagation 
 
Switchings and lightning can initiate transients that propagate through the system and reach 
sensitive customer equipment. The described time domain simulation method computes the 
transients reaching any point of the system. Thus, the transient voltage waveforms at specific 
devices terminals are computed and can be compared to the withstand capability (susceptability 
curve) of the equipment. This procedure is illustrated in Figures 4.14 and 4.15. Figure 4.14 
illustrates the system, the disturbance and the calculation of the transient voltage waveforms. 
Figure 4.15 illustrates the identification of the frequency and duration content of the waveform 
and the placement of the disturbance on the susceptibility curve of the equipment. In this way 
one can determine, by inspection, the effect of the disturbance on the equipment. Note that the 
computation procedure requires two components: (a) transient voltage computation by means of 
system-wide disturbance analysis, and (b) characterization of the disturbance at a specific site in 
terms of frequency content and peak value. 
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Figure 4.14. Time Domain Simulation of Transient Voltages 
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Figure 4.15. Disturbance Characterization Relative to the Susceptibility Curve 
 
 
4.7 Monte Carlo Simulation 
 
The developed models are used in a Monte Carlo simulation procedure to assess the power 
quality of the system in a statistical manner. For this purpose, probability distribution functions 
of random events must be modeled. Then the proposed method consists of the following 
procedure: first an event is selected (randomly from the known distributions). Then, the 
condition is simulated and the effects of the condition on power quality are quantified. The 
procedure is repeated many thousand times and the results are summarized into statistical 
distribution of maximum overvoltages or current at any selected point in the circuit or as a 
maximum violation of the susceptibility curve, etc.  
 
The method is applied to two examples. The first example illustrates the application of the 
method to extract the statistical distribution of voltage sags and swells and the second example 
provides the distribution of transient voltages due to lightning. 
 
Example 1. The test system of Figure 4.5 has been used to illustrate the computation of voltage 
sags and swells distribution using a Monte Carlo simulation. For this purpose, an electric fault 
type is randomly selected (phase A to neutral, Phase A to Phase B, etc), the fault is applied to a 
randomly selected location of the system (along any circuit) and the condition is simulated to 
determine the voltage at a specific customer point. The process is repeated many-many times and 
the results are tabulated into a probability density function, or a cumulative distribution function. 
Figure 4.16 illustrates the results of this simulation for a customer location at BUS2. Note there 
is substantial probability for voltage sags in the range (0 to 2 kV) and another substantial 
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probability for voltage swells in the range (8 kV to 11 kV). Figure 4.17 illustrates the probability 
density function of the absolute voltages. Note the difference is mainly due to the voltage 
elevation of the neutral during faults. The proposed model provides a quantitative method to 
assess this effect. 
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Figure 4.16. Probability Density Function of Voltages (Phase to Neutral) at BUS2 
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Figure 4.17. Probability Density Function of Voltages (Absolute Voltages) at BUS2 
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Example 2: Another example system has been used to demonstrate the Monte Carlo simulation 
approach for assessing lightning overvoltages and their effects on power quality. The system is 
illustrated in Figure 4.18. The system consists of an industrial facility with electronic equipment. 
It is fed from an overhead 12 kV distribution circuit via a 0.5 mile underground distribution 
cable. The facility has a ground loop around the building and the transformer neutral is bonded to 
the ground loop. The objective of the example is to characterize the disturbances at the terminals 
of specific electronic equipment. 
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Figure 4.18. Disturbance Characterization Relative to the Susceptibility Curve 
 
 

The system of Figure 4.18 has been evaluated with a Monte Carlo simulation. Specifically, 5000 
trials of lightning and switching disturbances have been simulated and the transients at the 
terminals of the electronic equipment have been recorded, characterized and superimposed on 
the susceptibility curve. The results are illustrated in Figure 4.19. 
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Figure 4.19. Statistical distribution of Disturbance Voltages  
Relative to the Susceptibility Curve 

 
 

The results of Figure 4.19 illustrate that there are two clusters of overvoltages, one resulting from 
lightning and another resulting from switching. The results also provide information on the 
magnitude of these disturbances as related to the susceptibility of the electronic apparatus. One 
view of the results of Figure 4.19 is enough to realize that there is a significant number of events 
that will result in power quality problems for this system. It should be also apparent that the 
method can be used to assess the effectiveness of specific design modifications on improving the 
power quality of the system. For example, the grounding of the facility and the 0.5 mile long 
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cable can be modified (improved) by adding another ground conductor. Then, the Monte Carlo 
simulation can be repeated. The performance gains then can be assessed and the cost 
effectiveness of the design modification can be quantified.  
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5.0 Summary and Conclusions 
 
This report presented physically based modeling and analysis methods of power systems with 
explicit representation of grounding systems, neutrals and ground wires. The method provides 
frequency domain solutions as well as time domain solutions. The model can be used to evaluate 
typical power quality problems on distribution systems. Because the modeling is physically 
based, one can directly relate design parameters to power quality performance of the system. 
Application examples have been presented that clearly correlate power quality performance to 
the design of the system. Low voltage system contains many conduit enclosed circuits. The 
conduit may be metallic but non-saturable (aluminum) or saturable (steel conduit – EMT, GRC, 
IMC). Special attention has been given to these circuits. A new modeling methodology has been 
proposed and implemented. The methodology enables accurate modeling and analysis of these 
systems. 
 
Typical power quality analysis problems were presented, including harmonic resonance, voltage 
sags and swells, unbalance, and transients propagation. It is suggested that the best way to use 
these methods for power quality assessment is to integrate them into a statistical procedure. 
Monte Carlo simulation provides a good approach for this purpose. The report presented two 
applications of Monte Carlo simulation for assessing the power quality at specific end-user 
locations. The applications consider the simulation of a variety of disturbances (i.e., lightning, 
switching, disturbing loads, faults, etc.). The results are characterized (a) in terms of voltage sags 
and swells and (b) in terms of frequency and magnitude content and are superimposed on the 
equipment susceptibility curve. These forms provide useful information about the power quality 
at a specific end-user site.  
 
The electric power system is continuously evolving. Recent emphasis is in distributed 
generation. At the same time, most power quality problems are associated with secondary 
distribution systems; i.e., systems operating at 480 volts or 2x120 volts. Distributed generation 
has the potential to contribute a fair amount of power quality problems or to provide nice 
solutions for premium power quality. For example, most newer distributed generation systems 
are interfaced to the system via power electronic devices that have the capability to provide 
additional controls to the system, for example to control the level of imbalance in the system and 
the neutral voltage under normal operating conditions (stray voltages). The presented 
methodologies address these issues and the associated design problems. We expect that the 
proposed modeling and analysis methodologies will result in better tools for power quality 
assessment and improvements in the new complex electric power systems. 
 
In addition to voltage disturbances, one should be concerned with the stability properties of the 
system, especially the system with distributed energy resources. Of concern is the capability of 
distributed generation to maintain synchronism under voltage disturbances and a host of other 
problems. The proposed methodology is a start towards addressing these issues. We plan to 
explore the applicability of the developed models and methods for studying the stability 
properties of power distribution systems with distributed energy resources. 
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Appendix A: Computer Model Description 
 
 
The work under this project resulted in an improved computer model GEMI and a new computer 
model for distribution system with distributed energy resources, the computer model µGrid. 
Both computer models have an on line help document. In this appendix we present a brief 
summary of the two computer models. 
 
 
A.1 Computer Model GEMI 
 
This program performs steady state analysis (short circuit or normal operation) of an electric 
power system. The program includes detailed models of distribution circuits that take into 
account the effects of electromagnetic fields such as uneven current distribution, effects of steel 
conduits including magnetic saturation. Full phase representation is used thus asymmetries due 
to circuits and single-phase loads are accurately represented. The program output includes plots 
of magnetic fields along user-selected paths near the network circuits. The program also provides 
steel, aluminum and PVC conduit design parameters including (see also Figures A-1, A-2): 
 
• Maximum Allowable Steel Conduit Length 
• Allowable Length versus Arc Voltage 
• Circuit Impedance versus Current 
• Magnetic and Field Permeability versus distance from circuit 
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Figure A-1. GEMI Program Single Circuit Steel Conduit Analysis Mode  
 

 
 

Figure A-2. GEMI Program Single Circuit Aluminum/PVC Analysis Mode  
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The GEMI program is based on an integrated MS Windows GUI that includes input, analysis, 
and result-presentation environments. Figure A-3 illustrates the graphical network editor in 
which the user creates the study network model by graphically manipulating network 
components in a single line diagram environment. Component parameters are entered via pop-up 
data entry windows, accessible by a double click on the desired component. For example, Figure 
A-4 illustrates the input data window for a steel conduit enclosed circuit model. Note that, GEMI 
circuit models are physically based, and thus require physical input data. Specifically, input data 
include the conduit and cable conductivity magnetic permeability, dimensions and relative 
positions. Data entry is simplified by inclusion of cable and conduit libraries containing 
parameters for most commercially available products. Examples of conduit and cable selection 
windows are illustrated in Figures A-5 and A-6. 
 
Figure A-7 illustrates a magnetic field report from the same model. The user can graphically or 
numerically define any path (straight or circular) along which the magnetic field is plotted. 
Figure A-8 illustrates voltage and current results reported over the network single line diagram. 
 
 

 
 

Figure A-3. GEMI Program Network Editor  
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Figure A-4. GEMI Program Data Entry Form for a Steel Conduit Enclosed Circuit  

 
 

Figure A-5. GEMI Conduit Selection Window   
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Figure A-6. GEMI Cable Selection Window 
 

 
 

Figure A-7. GEMI Program Magnetic Field Report Form  
for a Steel Conduit Enclosed Circuit 
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Figure A-8. GEMI Program Results Display View 
 
 

A.2 Computer Model µGRID 
 
This program is suitable for analysis of micro-grids and the study of the effects of asymmetries 
and unbalances on such systems. It is based on a general method for large-scale multiphase 
power flow analysis with the following unique characteristics: (a) each system component is 
modeled in direct phase quantities and without any approximating assumptions, such as balanced 
voltages and currents or symmetric network components, (b) the model is quadratized; (i.e., any 
nonlinear model of a system component is converted into a set of second order equations with 
the introduction of appropriate transformations, and (c) the method introduces the composite 
node concept, which enables efficient application of sparsity techniques, optimal ordering, LU 
decomposition and forward and back substitution. The solution method of the overall model is 
based on Newton’s method. Since the model is quadratized, Newton’s method provides fast 
convergence (quadratic). 
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The modeled system may include any number of symmetric three phase devices as well as 
asymmetric elements. Presently the program supports power systems comprising any 
combination of devices including: 
 
  -  Various types of micro-Sources (micro-turbines, fuel cells, inverters etc.) 
  -  Transmission and Distribution lines 
  -  Transformers 
  -  Loads 
 
The µGRID program organization is similar to GEMI, as it includes seamlessly integrated input, 
analysis, and result-presentation environments. Figure A-9 illustrates the µGRID network editor 
displaying a typical µGRID system. 
 

 
 

Figure A-9. µGRID Program Network Editor 
 
Figure A-10 illustrates the data entry form for a microturbine generator model. Note that the 
input data include several control options; i.e., current, real power, voltage, slack bus mode, etc.  
 
Once the solution is completed, reports of voltages, currents, power flows, etc are selectively 
generated via interaction with the system single line diagram. Figure A-11 illustrates the 
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Multimeter report window showing the voltages, currents, and power output of a microturbine-
generator. 
 
 

 
 

Figure A-10. Microturbine Model Data Entry Form 
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Figure A-11. Multimeter Tool Displaying Microturbine Operating State 
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