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Executive Summary 

The capabilities of protective relays have increased dramatically as higher end 
microprocessors are increasingly used in modern numerical relays, and more elaborate 
communication interfaces are provided. At the same time the complexity has increased 
primarily because numerical relays are set to mimic the traditional electromechanical 
counterparts. In addition, despite the progress of the last few decades, some problems or 
protection gaps persist. For instance, we still do not have good 100% reliable approaches 
for certain fault types, such as high impedance faults and faults near neutrals.  
 
A previous report provided an overview of the state of art and present technologies in 
protection, identified gaps in protection, and provided an overview of emerging 
technologies that may have an impact on protective relaying. The goal was to challenge 
the research community to think "out of the box" towards new approaches that will lead 
to simplified but secure and reliable protection schemes that fully utilize existing and 
expected technology advancements. Several approaches were examined that may lead to 
setting-less protection schemes, such as (a) adaptive relaying, (b) component state 
estimation approach, (c) substation based protection, and (d) pattern recognition based 
approach. These approaches were evaluated with the following criteria: (a) feasibility, (b) 
dependability, (c) security, (d) reliability, and (e) speed of protection.  
 
From the approaches examined, the state estimation based approached was deemed 
promising to meet the above criteria. The approach was pursued and demonstrated on a 
number of protection problems: transmission line protection, capacitor bank protection, 
transformer protection, reactor protection, induction motor protection, and distribution 
line protection. The research demonstrated that the state estimation based approach 
provides a secure and dependable protection scheme and it does not require coordination 
with other devices or protection schemes so it is “setting-less.” The state estimation based 
approach requires complex analytics to be performed on the data acquired with the data 
acquisition system of the relay. The research has also demonstrated through numerical 
experiments that the analytics can be performed with substantial margin within the 
sampling period of typical data acquisition systems for relays. 
 
The setting-less protection approach described in this report can be viewed as a 
generalization of differential protection, enabled with dynamic state estimation. 
Specifically, the proposed protection scheme is based on continuously monitoring 
terminal voltages and currents of the component (i.e., zone of protection) and other 
possible quantities, such as tap setting and temperature, appropriate for the component 
under protection. The monitored data are utilized in a dynamic state estimation that 
continuously provides the dynamic state of the component by fitting the measurement 
data to the model equations of the device under protection. The dynamic state is then 
used to determine the health of the component, i.e., whether the component is unfaulted 
and whether it is operating within its design limits. Whether the component should be 
tripped is decided on the basis of its health. 
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This report presents the design of the setting-less protective relay and its application to 
three different protection zones: transformer, reactor, and capacitor bank. For each 
protection zone, the setting-less protective relay is described by the model equations, and 
the analytics of the relay and timing results to determine the feasibility of performing the 
analytics in time less than the sampling rate of the measurement data. Numerical 
experiments are presented to validate the design. 
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1. Introduction 

The current state of art in protective relaying is quite advanced. Yet gaps exist in the 
sense that (a) we do not have reliable protection schemes for a number of protection 
problems, such as downed conductors, high impedance faults, and (b) for systems and 
components that do not comply to the general principle of large separation between 
abnormal and normal conditions the protection schemes tend to be complex with areas of 
compromised performance, leading to issues such as load encroachment, false tripping, 
etc. In this report we will assess the current state of art and will identify some of the 
common gaps/shortcomings in component and system protection. We will also examine 
the present state of protection technology, as defined with the present day high-end 
numerical relays that use microprocessors of equal performance as those utilized in high 
end personal computers. We finally would like to suggest approaches towards a more 
simplified and expectedly setting-less protection. The goal of the suggestions is to 
stimulate discussion and create a research plan towards achieving simplified but fully 
reliable protection schemes that cover all protection problems. The proposals, 
suggestions, ideas will be examined and evaluated  by several criteria: (a) feasibility, (b) 
dependability, (c) security, (d) reliability, and (e) speed of protection. The specific 
approaches may be (but not limited to): adaptive relaying, component state based 
protection, substation state based protection, pattern recognition-based protection, etc. A 
brief description of the proposed approaches is as follows: 
 
Component State Estimation Approach. A very promising approach towards setting-less 
protective relays is by use of dynamic state estimation. The basic approach is to use 
measurements from numerical relays (of device voltage, currents, and other specific 
quantities, for example taps for a transformer, etc.) to estimate the state of the component 
in real time. The dynamic state estimation enables the monitoring of the "health of the 
device under protection". The health of the component deteriorates only when the 
component experiences a fault. Preliminary results of this approach are given in [5] and 
background material is provided in [3], [4]. Potentially this approach can lead to true 
setting-less protection schemes. This approach will be carefully evaluated and protection 
schemes for transformers, generators, lines, reactors, capacitors, etc. will be discussed. 
 
Substation Based Protection. This approach is an extension of the "component state 
estimation approach" and it is described in reference [1]. The idea here is to apply 
dynamic state estimation to the entire substation and then protection action will be taken 
on the basis of the state of the entire substation in real time. This approach requires that 
all IEDs in substation are reporting to the same computer/relay. These schemes are 
presently feasible. Issues of speed by which the substation state estimation can respond 
will be addressed. The feasibility, advantages and disadvantages will be examined for 
typical substation configurations. This approach can also lead to true setting-less 
protection schemes. 
 
Finally, the problem of system (wide area) protection will be addressed. This is probably 
the most complex protection problem. We will investigate the concepts presented earlier 

 1 



 

(component state estimation and substation based protection) and their extension to 
system protection problems. Reference [2] presents the use of GPS-synchronized 
measurements and substation state estimation for the purpose of developing an out of step 
protection scheme based on energy concepts. The approach described in reference [2] is a 
setting-less protection scheme for out of step protection. We will expand on this idea for 
other system protection problems, such as voltage swings, etc. 
 
The approaches described above will be evaluated with the following criteria: (a) 
feasibility, (b) dependability, (c) security, (d) reliability, and (e) speed of protection. 
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2. Review of Present State of Art 

Since the early days of electric power systems it was recognized that protection is 
essential for the operation and safeguarding of the power system assets. 
 

2.1. History of Protection 
 
Protective relaying was initially developed to protect individual components. As 
interconnections grew, system problems and system protection issues arose.  In recent 
decades we see the development of system protection approaches. Component and 
system protection are distinct and they will be discussed separately. 
 
Component Protection: Initially, electromechanical relays were introduced at the early 
stages of the electric power industry. Electromechanical relays are electromechanical 
systems that are designed to perform a logic function based on specific inputs of voltages 
and/or currents. This technology started with the very simple plunger type relay and 
evolved into highly sophisticated systems that performed complex logical operations, for 
example the modified mho relay is a system that monitors the impedance of the system as 
“seen” at a specific point in the system and will act whenever the impedance moves into a 
pre-specified region. In the early years of the electric power industry, the inverse time-
delay overcurrent relay was developed based on the induction disk (Westinghouse) or the 
induction cup (GE). The overcurrent protection function is one of the main protection 
functions provided in practically all protections schemes. Over the years the 
electromechanical relays developed into sophisticated analog logic devices with great 
selectivity and operational reliability. The development of differential protection and 
distance protection were two major milestones. The introduction of the transistor in the 
late 40s resulted in solid state devices that can perform logic operations. In the 60s we see 
efforts to develop solid state relays with the same functionality as the electromechanical 
relays. Solid state relays were short lived as the first effort to develop digital (numerical 
relays) was introduced in the late sixties with the first digital relay developed in 1970 (G. 
Rockefeller, Eric Udren) that formulated the approach for digital relays. These efforts 
were refined when the microprocessor was introduced in the early 80s and led to the 
development of the microprocessor based relay (numerical relay). The first commercial 
available numerical relay appeared in the early eighties as Westinghouse and GE 
developed prototypes under the EPRI funding of the WESPAC project for transmission 
all-digital substation, and the first microprocessor relay for distribution system 
applications was introduced in 1984 (Schweitzer). Since then, the numerical relay 
increased its domination to the point that today has almost completely displaced 
electromechanical and solid state relays. The numerical relays today, by and large, they 
simply mimic the logics that developed for the electromechanical relays with much more 
flexible manner. Because numerical relays can pack many protection functions in one 
box, numerical relays are multifunctional. The increased functionality has resulted in 
very complex schemes that many times lead to inconsistencies and possibility of 
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improper protection actions. 
 
Differential protection is one of the simplest, secure and reliable scheme. For 
geographically extended components, differential protection schemes involve a number 
of approximations to account for the fact that information from the geographically remote 
locations must be brought to one location and compared. A breakthrough occurred in 
1992 when Macrodyne (Jay Murphy) introduced the first GPS-synchronized device that 
he named PMU (Phasor Measurement Unit). This technology enables true differential 
protection schemes of geographically extended components and presently we see the 
development of such systems. The evolution of fast communications has enabled this 
approach. 
 
System Protection: the first system protection concept was developed for the out of step 
protection of generating units and it was based on impedance relays. Subsequently wide 
area measurements were used for system wide monitoring and protection. Special 
protection schemes typically use pre-computed scenarios and arming the system to 
identify these scenarios and respond. This approach can be classified as a "pattern 
recognition" approach. The introduction of GPS synchronized measurements created 
more possibilities for better implementation of wide area monitoring and protection. Yet, 
the approach remains the same and it is limited by time latencies required to transfer the 
data to a central location, process the data and compare them to pre-computed 
disturbance patterns. 
 

2.2. Integration of Protection and Automation 
 
The numerical relay enabled increased automation. The Figure 2.1 below shows two 
major approaches as evolved in the past decade. To the right of the figure, the approach 
of connecting numerical relays to the instrument transformers and control circuits on one 
side and to a station bus on the other side for easy communications and managing relay 
settings is shown. To the left of the figure, the introduction of the merging units and the 
process bus is shown. These arrangement lead to the capability to use the relays as an 
integral part of the SCADA system and eliminates the need for Remote Terminal Units in 
the usual sense. The relays or the station bus provides the functionality of the Remote 
Terminal Units. It also leads to the integration of protection and control.  
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Figure 2.1 State of Art for the Integration of Protection and Automation 

The above state of recent technological advances (PMU capability, merging units, 
process bus, station bus and interoperability) has not been accompanied with 
commensurate advances on the protection coordination. The settings of protective 
devices still utilize the same principles of many decades ago. These principles rely on 
distinct separations and characteristics between "fault conditions" and "normal and 
tolerable conditions". Even for the classical power system without renewables and a 
plethora of power electronic interfaced components, the separation and identification of 
"fault conditions" and "normal and tolerable conditions" is in many circumstances 
difficult, for example, short lines, weak/strong feeds, high impedance faults, etc. In the 
presence of renewables with power electronic interfaces, these issues multiply. The end 
result is that it becomes extremely difficult to develop a secure, reliable, dependable, 
speedy, safe and low cost protection system based on the conventional principles. 
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2.3. Summary of State of Art 
 
Presently numerical relays provide multiple functionality, communications, self-
diagnostics, ability to integrate other functions such as SCADA, and ability to be 
integrated with automated closed loop control systems. Standards are being developed to 
enable the integration of relays into closed loop control schemes - in particular the IEC 
61850 standard provides a great tool to ensure interoperability and to coordinate 
intelligence among relays, such as to inform one relay to lock out or inhibit reclosing, etc. 
In general, protection functions require settings. There are many tools that facilitate 
computations required to decide the settings of the various protective functions. 
However, there are no analytical tools to calculate and validate optimum settings for 
dependable and reliable relay functions. As a result selecting protective relaying settings 
require human input and decisions - in general a complex procedure for typical 
substations. 
 
For distribution circuits, the present state of art is based on the assumption of radial 
operation. It is expected in the near future that the distribution system will become active 
with substantial distributed generation and resources. This expectation will necessitate 
revisiting the common approaches to distribution protection. 
 
Finally, despite the advanced state of art of numerical relays, certain protection problems 
are still evading a reliable and secure protection scheme. Some of these will be discussed 
next. 
 
 
  

 6 



 

3. Gaps in Protection Approaches 

While component and system protection has reached phenomenal sophistication, certain 
gaps still remain. The gaps can be classified into two categories: (a) protection problems 
for which a satisfactory solution does not exist, such as downed conductors, or high 
impedance faults, and (b) protection problems for which present protection schemes leave 
"compromised protection areas". The latter lead many times to false operations, such as 
load encroachment, sympathetic tripping, etc.  
 
One major challenge of problems in the second category exists in systems with resources 
that interfaced with power electronics, such as wind farms, PV farms, distributed 
generation, etc. The main characteristic of these systems are that their fault current 
capability is limited by the power electronics creating a disparity between the grid side 
and the resource side. What complicates matters more is the fact that some of the power 
electronics have complex control functions that the protection system must recognize and 
distinguish between abnormal operating conditions and legitimate complex response to a 
disturbance. Another complexity is the fact that for better protection schemes, it is 
necessary to monitor the DC side of these systems as well and incorporate the conditions 
of the DC side into the protection schemes. With respect to this issue there is a hardware 
gap as present day numerical relays have been designed to monitor AC quantities only. 
For these systems one need numerical relays with capability to measure DC quantities. 
 
Below we provide additional comments on specific issues and challenges. 
 
Wind Farm protection: Wind farms are generating plants with non-conventional 
generation (induction machines with power electronics, for example type 3 and type 4) 
that present the following characteristics: (a) the fault current contributions from the 
power grid may be quite high but the fault current contribution from the wind generator is 
comparable to the load current. While present protection schemes and numerical relay 
capability is tweaked to develop a reasonable overall protection scheme for wind farms, 
the solutions are complex and lack full reliability (security, dependability and speed). Are 
there better ways to protect these systems? The increased complexity from mandated 
controls, such as zero voltage ride-through capability further makes the protection 
problem a challenge. 
 
Distribution system with distributed generation: These systems present the same 
challenges as wind farms with the additional complexity of mixing protection systems 
that were designed on the basis of radial power flow to a system with bidirectional power 
flow. Some present standards take the easy way out by suggesting disconnection of 
distributed resources in case of disturbances and faults. There must be a better way if we 
want to increase the economic value of distributed resources. 
 
PV Farm protection: PV farms exhibit the same protection challenges as wind farms. It 
is important to note that while wind farm protection and operational issues are under 
serious consideration and research activity, for PV farms the activity is very low and 

 7 



 

under the radar screen. At the same time there is substantial development of utility size 
PV farm systems and larger activity of residential PV activity. It is important that the 
protection and operation of these systems be further researched and improved. 
 
Down conductor protection: This problem has been with the industry for a long time 
with various attempts to solve the downed conductor protection system. While many 
schemes have been developed, none of the schemes can provide definitive protection 
against downed conductors. 
 
Above are examples that demonstrate the need for new thinking and new approaches. 
 

3.1. Summary of Gaps and Challenges 
 
Despite the advanced status of numerical relays there are gaps in protection and settings 
may lead to compromise solutions. NERC keeps track of power system disturbances and 
the causes of power system disturbances. Year after year, the number one root cause of 
power system disturbances is listed as relaying issues. This is a definite indication that 
protective relaying gaps exists and the challenges is to eliminate these gaps. Some of the 
gaps are methodological as we do not have a technically reliable and secure way to 
protect against certain problems as it is discussed in Appendix A. Some of the gaps and 
challenges are tools and manpower related. For example we lack test beds to try new 
ideas, lack of tools to assess the optimality of system relaying settings, depletion of 
experienced protective relaying engineers. Finally there are gaps due to the introduction 
of new technologies and specifically wind and PV farms. These systems are characterized 
with different models, i.e. they do not have the same characteristics as legacy equipment 
and therefore new approaches for their protection are required. A related issue is the gap 
that is being generated by the fact that distribution systems are becoming increasingly 
bidirectional power flow systems with many generating resources along the distribution 
system. 
 
The challenges in closing these gaps are mostly institutional. First one has to deal with 
the risk adverse nature of the protection and control community. There is resistance to 
accept different paradigms and models and to trust these models. The mindset of keeping 
the relay as a dedicated device with its own inputs (measurements) must change to allow 
multiple inputs and more information for the purpose of addressing the protection 
requirements in a more reliable and secure manner. Finally the challenge is to develop 
solutions to the existing gaps that will allow an orderly transition - not wholesale 
changes. 
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4. Emerging Technologies 

Present day numerical relays use high end microprocessors for implementing multiple 
functions of protection. For example a transformer protection relay may include all the 
typical protection functions that traditionally used with electromechanical relays, i.e. 
differential, over-current, V/Hz function, etc. Since these functions work independently, 
even if they are implemented on the same relay, they suffer from the same limitations as 
the usual single relay/single function approach. Each function must be set separately but 
the settings must be coordinated with other protective devices. The coordinated settings 
are typically selected so that can satisfy requirements that many times are conflicting and 
therefore a compromise must be selected. For this reason, most of the times the settings 
represent a compromise and occasionally possible fault conditions may exist that may 
lead to an undesirable relay response. 
 
It should be understood that numerical relays have provided many more options that have 
improved the above procedure. At the same time the additional options have created 
increased complexity and increased possibilities of human errors, while the basic nature 
of the problem of selecting settings has remained the same: the settings must be selected 
to satisfy criteria that many times are conflicting. The natural question is whether any 
new technologies and trends can favorably affect the protection process. 
 
There are technologies that can enable better, integrated approach to the overall 
protection. Some of these technologies are (technology is in flux with many 
developments still to occur): 
 
1. Merging units/separation of data acquisition and data processing/protection 
2. GPS synchronized measurements (PMUs) 
3. Data Concentrator (PDCs, switches, etc.) 
4. Smarter sensors 
5. Integrated (power system/relay) analysis programs that enable faster and more 

reliable assessment of settings 
6. Data validation/state extraction 
7. other 
 
It is difficult to assess the full impact of these technologies on the future of protection. 
One thing is clear though: while there is much technology development in hardware and 
the capabilities of hardware, the development of new approaches to fully utilize the new 
capabilities is lagging.  This is the classical problem of "hardware being ahead of 
software". This will come with realistic assessment of the new technologies and bold 
experimentation of new approaches and the eventual emergence of successful 
approaches. 
 
One can contemplate what approaches can be enabled by emerging technologies. It is 
clear that the approach of individual protective functions based on a small number of 
measurements (for example three currents and three voltages) makes the protection 
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function not fully reliable since the relay tries to identify the conditions from limited 
information and then take control action with an algorithm that is based on limited 
information. This is a fundamental limitation of the present approach to protective 
relaying and the technology of numerical relays has not changed it. The introduction of 
the process bus offers the obvious possibility of bringing many measurements (as a 
matter of fact all the measurements) to the process bus. Now a relay can be connected to 
the process bus and it may have access to all the measurements available in the 
substation. It should be noted that even if the process bus is today a reality, the relays 
attached to the process bus access only a limited amount of information, i.e. three 
voltages and currents, in other words the design of the relay that can be connected to the 
process bus has not changed from the traditional design that uses analog inputs to the 
relay. We can project that relays connected to a process bus can be designed to connect to 
a larger number of channels with very little add on cost since these connections are 
"digital". Then it will be necessary to develop new algorithms for protective relaying 
logic that will depend on all available information. This will almost guarantee a dramatic 
improvement on the reliability of the protective scheme. The discussed scenario will 
require hardware changes and software development. It has the capability to eliminate 
one of the fundamental limitations of the usual protective relaying approach of individual 
relaying functions operating on limited information. The role of GPS synchronized 
measurements for such an approach will be critical. As measurements are collected at 
different locations of the substation with independent data acquisition system and then 
the information is brought to the process bus it will be necessary to time-align these data 
before they will be used by the relays. GPS synchronized measurements and standards 
such as C37.118 and IEC 61850 will provide standardized means for time-aligning the 
data. Another issue that may have to be addressed is the time latencies generated by this 
approach. We believe that these issues can be addressed and successfully solved. 
 
There may be many more approaches that take full advantage of the new capabilities 
enabled with new technologies. The above discussion is for the purpose of stimulating 
discussion on how new technologies can improve protective relaying approaches. 
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5. The Need for New Thinking and New Approaches 

There is agreement that (a) present protection schemes are complex and (b) coordination 
of protection schemes are based on principles introduced many decades ago. Complexity 
increases the possibility of human error and the coordination principles used today 
develop settings that many times represent a compromise among conflicting factors. The 
end result is that the industry is experiencing more unwanted relay responses than 
desired. NERC statistics on causes of disturbances list protective relaying as the top root 
cause. 
 
It is also recognized that new but commercially available technology could enable new 
approaches to protection. We provide some thoughts towards new approaches that will 
automate and simplify protection. The goal of the comments below is to stimulate 
discussion towards developing new ideas and new approaches for simple and fully 
reliable protection schemes. 
 

5.1. Adaptive Protection 
 
The basic idea of adaptive protection is based on the recognition that as system status 
changes (for example a generator is tripped and the new fault levels will change), so the 
best settings of protective relays change. It makes sense to monitor the system conditions 
and when changes occur to change the settings of the protective relays accordingly. 
Adaptive relaying has been the focus of many attempts for the last 30 years (since the 
introduction of numerical relays). A summary of the attempts towards adaptive relaying 
is captured in Figure 5.1. The picture shows the need to monitor the status not only of the 
component protected by the relay but also the system so that the real time model of the 
system can be extracted. The real time model needed by the adaptive relaying scheme 
needs to provide information on breaker status (open/close), short circuit capability of 
system, etc. This type of real time model can be only provided with advanced state 
estimation techniques that are very fast. From this information, the relay settings are 
properly adjusted, for example the breaker failure scheme must be adjusted to reflect the 
present status of breaker status, etc. 
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Figure 5.1 Summary of Adaptive Relaying Attempts 

There are many challenges to adaptive relaying that stem from the necessity to obtain 
information about changing fault capabilities as generating units come on or go out of 
service, etc. Recent technological advances, especially GPS-synchronized measurements 
and fast communications can overcome some of the adaptive relaying challenges. It is 
also important to note that the traditional approach to adaptive relaying is to adjust the 
relay settings in real time. Questions that need to be raised are: 
 
(a) Can new technologies enable autonomous relay setting tuning and coordination in an 
adaptive scheme? 
(b) What is the impact of new technologies on adaptive relaying? For example new faster 
state estimation methods, new faster wide area monitoring technologies, etc. 
(c) The traditional approach to adaptive relaying relies on automatically adjustable 
settings using traditional principles for selecting settings. Is there any new ideas and 
approaches for a better approach to adaptive relaying that may eliminate settings 
altogether? 
 
It is clear that adaptive relaying requires a complex algorithmic approach and reliable 
communications. Therefore it is realistic to say that the challenges for this approach are 
to cope with the complexity and the need for reliable communications. 
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5.2. Dynamic State Estimation Based Approach for Zone Protection 
 
For secure and reliable protection of power components such as a generator, line, 
transformer, etc. a new approach has emerged based on component health dynamic 
monitoring. The proposed method uses dynamic state estimation [4-7], based on the 
dynamic model of the component, which accurately reflects the nonlinear characteristics 
of the component as well as the loading and thermal state of the component. 
 
For more secure protection of protection zones such as transmission lines, transformers, 
capacitor banks, motors, generators, generator/transformer unit, etc., this paper proposes 
a new method. The method has been inspired from the fact that differential protection is 
one of the most secure protection schemes that we have and it does not require 
coordination with other protection function. Differential protection simply monitors the 
validity of Kirchoff's current law in a device, i.e. the weighted sum of the currents going 
into a device must be equal to zero. This concept can be generalized into monitoring the 
validity of all other physical laws that the device must satisfy, such as Kirchoff's voltage 
law, Faraday's law, etc. This monitoring can be done in a systematic way by the use of 
dynamic state estimation. Specifically, all the physical laws that a component must obey 
are expressed in the dynamic model of the component. Dynamic state estimation is used 
to continuously monitor the dynamic model of the component (zone) under protection. If 
any of the physical laws for the component under protection is violated, the dynamic state 
estimation will capture this condition. Thus, it is proposed to use dynamic state estimator 
to extract the dynamic model of the component under protection [2-5] and to determine 
whether the physical laws for the component are satisfied. The dynamic model of the 
component accurately reflects the condition of the component and the decision to trip or 
not to trip the component is based on the condition of the component only irrespectively 
of the condition (faults, etc.) of other system components. Figure 1 illustrates this concept. 
The proposed method requires a monitoring system of the component under protection 
that continuously measures terminal data (such as the terminal voltage magnitude and 
angle, the frequency, and the rate of frequency change - this task is identical to present 
day numerical relays), other variables such as temperature, speed, etc., as appropriate, 
and component status data (such as the tap setting, breaker status, etc.). The dynamic 
state estimation processes these measurements and extracts the real time dynamic model 
of the component and its operating conditions. 

 
After estimating the operating conditions, the well-known chi-square test [6] calculates 
the probability that the measurement data are consistent with the component model, i.e. 
the physical laws that govern the operation of the component (see Figure 5.2). In other 
words, this probability, which indicates the confidence level of the goodness of fit of the 
component model to the measurements, can be used to assess the health of the component. 
The high confidence level indicates a good fit between the measurements and the model, 
which indicates that the operating condition of the component is normal. However, if the 
component has internal faults, the confidence level would be almost zero (i.e., the very 
poor fit between the measurement and the component model). 
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In general, the proposed method can identify any internal abnormality of the component 
within a cycle and trip the component immediately. Furthermore, it does not degrade the 
security because a relay does not trip in the event of normal behavior of the component, 
for example, in case of transformer protection, inrush currents or over excitation currents, 
since in these cases, as long as the inrush currents are consistent with the transient 
behavior of the transformer as dictated by the dynamic model, the method will produce a 
high confidence level that the transients are consistent with the model of the component. 
Note also that the method does not require any settings or any coordination with other 
relays. 

 
It is important to note that the proposed scheme will perform best when: (a) the 
measurements are as accurate as possible - dependent on the type of instrument 
transformer used, i.e. VT, CT, etc. and the instrumentation channel, i.e. control cable, etc. 
and (b) the accuracy of the dynamic model of the component under protection. These 
issues, while important, are beyond the scope of this paper. These issues will be 
addressed in a subsequent paper. 

 
Figure 5.2 Illustration of Setting-less Component Protection Scheme 

The approach is briefly illustrated in Figure 5.3. The method requires a monitoring 
system of the component under protection that continuously measures terminal data (such 
as the terminal voltage magnitude and angle, the frequency, and the rate of frequency 
change) and component status data (such as tap setting (if transformer) and temperature). 
The dynamic state estimation processes these measurement data with the dynamic model 
of the component yielding the operating conditions of the component. 
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Figure 5.3 Illustration of Setting-less Protection Logic 

 
This approach faces some challenges which can be overcome with present technology. A 
partial list of the challenges is given below: 
 
1. Ability to perform the dynamic state estimation in real time 
2. Initialization issues 
3. Communications in case of a geographically extended component (i.e. lines) 
4. New modeling approaches for components - connects well with the topic of modeling 
5. Requirement for GPS synchronized measurements in case of multiple independent 

data acquisition systems. 
6. other 
 
The modeling issue is fundamental in this approach. For success the model must be high 
fidelity so that the component state estimator will reliably determine the operating status 
(health) of the component. For example consider a transformer during energization. The 
transformer will experience high in-rush current that represent a tolerable operating 
condition and therefore no relay action should occur. The component state estimator 
should be able to "track" the in-rush current and determine that they represent a tolerable 
operating condition. This requires a transformer model that accurately models saturation 
and in-rush current in the transformer. We can foresee the possibility that a high fidelity 
model used for protective relaying can be used as the main depository of the model which 
can provide the appropriate model for other applications. For example for EMS 
applications, a positive sequence model can be computed from the high fidelity model 
and send to the EMS data base. The advantage of this approach will be that the EMS 
model will come from a field validated model (the utilization of the model by the relay in 
real time provide the validation of the model). Figure 5.4 shows the overall approach. 

 15 



 

Since protection is ubiquitous, it makes economic sense to use relays for distributed 
model data base that provides the capability of perpetual model validation. 
 

 

Figure 5.4 Overall Approach for Component Protection 

 

5.3 State Estimation Approach for System Protection 
 
By far the most complex protection problem exists at the system level. System level 
protection issues may involve events that develop in a very short time, such as pole 
slipping in a generator, or events that develop in relatively long times, such as voltage 
stability/collapse. The events can be numerous. Can new technology provide better and 
simpler solutions to system problems? What will be the principles and the underlined 
approaches?  
 
The present day approach to out of step protection leads to excessive wear and tear of 
equipment as in general the out of step condition is recognized only after it has occurred 
resulting in delays in tripping the unstable unit and excessive exposure to high currents 
and abnormal conditions. Is there an approach that can be predictive and simple (not 
requiring settings for determining the condition?). A predictive approach is described in 
[2]. Can this approach be successfully implemented using present and future technology? 
 
The present day special protection systems are based on "pattern recognition" 
approaches. The creation of the patterns requires extensive simulations of the system. 
They also require wide area measurements which in turn generate time latencies and 
complicate the analytics and the protection logic. Is there a better approach that will not 
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need the pre-computation of patterns? The key for an advanced approach will be 
improvements in wide area measurements and fast communication of the system status to 
a central location. For discussion reference, Figure 5.5 shows the typical configuration of 
special protection systems.  
 

 

Figure 5.5 Typical Configurations of Special Protection Systems 

A fundamental issue is the collection of the actual operating conditions (dynamics) of the 
system at the central location where the system protection "relay" will reside. One can 
analyze the constituent parts of the general configuration and determine what will be 
needed for a new reliable system protection scheme. One idea for discussion may be the 
use of local dynamic state estimators (distributed dynamic state estimators) at the 
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substation level and transmitting the substation dynamic states to the location of the 
system "relay" via fast communications. This approach will provide the dynamic system 
state to the system relay in the minimum possible time latency. System protection 
algorithms must be developed that will take advantage of this approach. Potentially, this 
approach can be direct and reliable in the sense that the protective relaying algorithm will 
be based on the dynamic state of the system. 
 

5.4 Summary of State Estimation Approaches 
 
The technology is ready today to use dynamic state estimation for protection. Of course 
challenges exists and it will take research activities to achieve the goal of taking 
protection decision on the basis of reliable and secure data from the dynamic state 
estimator. The advantage of state estimation approaches to protection is that it enables 
true setting-less protection schemes. The protection logic acts on the basis of the 
operating condition and health of a zone (component) or the system. The protection logic 
simply compares the condition to the operating limits of the component or the system. 
We believe it is feasible to develop and demonstrate setting-less zone protection (it is a 
low hanging fruit!!!). It also has the side benefit of providing a distributed model data 
base with perpetual validation. 
 
The state estimation based protection approach represents a new paradigm that moves 
away from the traditional approach of mimicking the operation of electromechanical 
relays to the concept of monitoring the health and operating characteristics of 
components and systems as it is conceptually shown in Figure 5.6. 
 

 

Figure 5.6 Concept of State Estimation Based Protection 
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6. Implementation of Setting-less Protection 

The implementation of the setting-less protection has been approached from an object 
orientation point of view. For this purpose the constituent parts of the approach have been 
evaluated and have been abstracted into a number of objects. Specifically, the setting-less 
approach requires the following objects: 
 

1. the mathematical model of the protection zone 
2. the physical measurements that may consist of analog and digital data 
3. the mathematical model of the physical measurements 
4. the mathematical model of the virtual measurements 
5. the mathematical model of the derived measurements 
6. the mathematical model of the pseudo measurements 
7. the dynamic state estimation algorithms 
8. the bad data detection and identification algorithm 
9. the protection logic and trip signals 
10. online parameter identification method 

 
The last task has not been addressed in the report but it is an integral part of the overall 
approach as in many cases it will be necessary to fine tune the model of the protection 
zone via online parameter identification methods. 
 
An overview of the design of the setting-less protection relay is shown in Figure 6.1.  
 

 
 

Figure 6.1 Setting-Less Protection Relay Organization 
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6.1 Protection Zone Mathematical Model 
 
The protection zone mathematical model is required in a standard form. A standard has 
been defined in the form of the Algebraic Quadratic Companion Form (AQCF) and in a 
specified syntax to be defined later. The AQCF for a specific protection zone is derived 
with three computational procedures. Specifically, the dynamic model of a protection 
zone consists of a set of algebraic and differential equations. We refer to this model as the 
compact model of the protection zone. Subsequently this model is quadratized, i.e. in 
case there are nonlinearities of order greater than 2, additional state variables are 
introduced so that at the end the mathematical model consists of a set of linear and 
quadratic equations. We refer to this model as the quadratized model. Finally, the 
quadratized model is integrated using the quadratic integration method which converts 
the quadratized model of the protection zone into a set of algebraic (quadratic) function. 
This model is cast into a generalized Norton form. We refer to this model as the 
Algebraic Quadratic Companion Form. Examples of protection zone models in this form 
are provided in the six reports that accompany this main report. 
 
The standard Algebraic Quadratic Companion Form is obtained with two procedures: (a) 
model quadratization, and (b) quadratic integration. The model quadratization reduces the 
model nonlinearities so that the dynamic model will consist of a set of linear and 
quadratic equations. The quadratic integration is a numerical integration method that is 
applied to the quadratic model assuming that the functions vary quadratically over the 
integration time step. The end result is an algebraic companion form that is a set of linear 
and quadratic algebraic equations that are cast in the following standards form: 
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where i(t) is the through variable (current) vector, t is present time, tm is the midpoint 
between the present and previous time, v(t) is  the across variable (voltage) vector, y is 
the internal state variables vector, Yeq admittance matrix, Feq,i nonlinear matrices, and 
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The derivation of the standard Algebraic Quadratic Companion Form for specific 
protection zones is provided in the appropriate reports that describe the application of the 
setting-less protection schemes for specific protection zones. 
 
This standardization allows the object oriented handling of measurements in state 
estimation; in addition it converts the dynamic state estimation into a state estimation that 
has the form of a static state estimation.  
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6.2 Object-Oriented Measurements  
 
Any measurement, i.e. current, voltage, temperature, etc. can be viewed as an object that 
consists of the measured value and a corresponding function that expresses the 
measurement as a function of the state of the component. This function can be directly 
obtained (autonomously) from the Algebraic Quadratic Companion Form of the 
component. Because the algebraic companion form is quadratic at most, the measurement 
model will be also quadratic at most. Thus, the object-oriented measurement model can 
be expressed as the following standard equation: 
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where z is the measured value, t the present time, tm the midpoint between the present and 
previous time, x the state variables, a the coefficients of linear terms, b the coefficients of 
nonlinear terms, c the constant term, and η the measurement error. 
 
The measurements can be identified as: (a) actual measurements, (b) virtual 
measurements, (c) derived measurements and (d) pseudo measurements. The types of 
measurements will be discussed next. 
 
Actual Measurements: In general the actual measurements can be classified as across 
and through measurements. Across measurements are measurements of voltages or other 
physical quantities at the terminals of a protection zone such as speed on the shaft of a 
generator/model. These quantities are typically states in the model of the component. For 
this reason, the across measurements has a simple model as follows: 

 jjj txtz η+= )()( .    (4) 

Through measurements are typically currents at the terminals of a device or other 
quantities at the terminals of a device such as torque on the shaft of a generator/motor. 
The quantity of a through measurement is typically a function of the state of the device. 
For this reason, the through measurement model is extracted from the algebraic 
companion form, i.e. the measurement model is simply one equation of the ACF model, 
as follows: 
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where the superscript k means the kth row of the matrix or the vector.  
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Virtual Measurements: The virtual measurements represent a physical law that must be 
satisfied. For example we know that at a node the sum of the currents must be zero by 
Kirchoff’s current law. In this case we can define a measurement (sum of the currents); 
note that the value of the measurement (zero) is known with certainty. This is a virtual 
measurement. 
 
The model can provide virtual measurements in the form of equations that must be 
satisfied. Consider for example the mth AQCF model equation below: 
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This equation is simply a relationship among the states the component that must be 
satisfied. Therefore we can state that the zero value is a measurement that we know with 
certainty. We refer to this as a virtual measurement. 
 
Derived Measurements: A derived measurement is a measurement that can be defined 
for a physical quantity by utilizing physical laws. An example derived measurement is 
shown in Figure 6.2. The figure illustrates a series compensated power line with actual 
measurements on the line side only. Then derived measurements are defined for each 
capacitor section. Note that the derived measurements enable the observation of the 
voltage across the capacitor sections. 
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Figure 6.2 Example Derived Measurements 

 
Pseudo Measurements: Pseudo measurements are hypothetical measurements for which 
we may have an idea of their expected values but we do not have an actual measurement. 
For example a pseudo measurement can be the voltage at the neutral; we know that this 
voltage will be very small under normal operating conditions. In this case we can define a 
measurement of value zero but with a very high uncertainty. 
 
Summary: Eventually, all the measurement objects form the following measurement set: 
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where z is the measurement vector, x the state vector, h the known function of the model, 
a, b are constant vectors, F are constant matrices, and η the vector of measurement errors. 
 

6.3 Object-Oriented Dynamic State Estimation 
 
The proposed dynamic state estimation algorithm is the weighted least squares (WLS). 
The objective function is formulated as follows: 
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 Minimize [ ] [ ]),(),(),( txhzWtxhztxJ T −−= ,   (8) 

where W is the diagonal matrix whose non-zero entries are the inverse of the variance of 
the measurement errors. The solution is obtained by the iterative method: 

 )),ˆ(()(ˆˆ 11 txhzWHWHHxx jTTjj −+= −+ ,   (9) 

where x̂  is the best estimate of states and H the Jacobian matrix of h(x,t). 
 
It is important to note that the dynamic state estimation requires only the mathematical 
model of all measurements. It should be also noted that for any component, the number 
of actual measurements and virtual, derived, and pseudo measurements exceed the 
number of states and they are independent. This makes the system observable and with 
substantial redundancy. 
 

6.4 Bad Data Detection and Identification 
 
It is possible that the streaming measurements may include bad data. I this case the 
algorithm must detect the bad data and identify the data. For the case of setting-less 
protection, it is important to recognize that in case of a component internal fault, all data 
may appear as bad data. It is important to determine whether any detected bad data are 
coming from instrumentation and meter errors or from altered component model due to 
internal faults. This topic is still under investigation as to what the best approach would 
be. 
 

6.5 Protection Logic / Component Health Index 
 
The solution of the dynamic state estimation provides the best estimate of the dynamic 
state of the component. The well-known chi-square test provides the probability that the 
measurements are consistent with the dynamic model of the component. Thus the chi-
square test quantifies the goodness of fit between the model and measurements (i.e., 
confidence level). The goodness of fit is expressed as the probability that the 
measurement errors are distributed within their expected range (chi-square distribution). 
The chi-square test requires two parameters: the degree of freedom (ν) and the chi-square 
critical value (ζ). In order to quantify the probability with one single variable, we 
introduce the variable k in the definition of the chi-square critical value: 

 ∑
=








 −
=−=

m

i i

ii

k
zxhnm

1

2
)ˆ(,
σ

ζν ,   (10) 

where m is the number of measurements, n the number of states, and x̂  the best estimate 
of states. Note that since m is always greater than n, the degrees of freedom are always 
positive. Note also that if k is equal to 1.0 then the standard deviation of the measurement 
error corresponds to the meter error specifications. If k equals 2.0 then the standard 
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deviation will be twice as much as the meter specifications, and so on. Using this 
definition, the results of the chi square test can be expressed as a function of the variable 
k. Specifically, the goodness of fit (confidence level) can be obtained as follows: 

( ) ( ) ( ) ),Pr(0.1]Pr[0.1]Pr[ 22 vkkk ζζχζχ −=≤−=≥ .  (11) 

A sample report of the confidence level function (horizontal axis) versus the chi-square 
critical value, k, (vertical axis) is depicted in Figure 6.3. 

 

 
 

Figure 6.3 Confidence Level (%) vs Parameter k 

 
The proposed method uses the confidence level as the health index of a component. A 
high confidence level indicates good fit between the measurement and the model, and 
thus we can conclude that the physical laws of the component are satisfied and the 
component has no internal fault. A low confidence level, however, implies inconsistency 
between the measurement and the model; therefore, we can conclude that an abnormality 
(internal fault) has occurred in the component and has altered the model. The discrepancy 
is an indication of how different the faulty model of the component is as compared to the 
model of the component in its healthy status. 
 
It is important to point out that the component protection relay must not trip circuit 
breakers except when the component itself is faulty (internal fault). For example, in case 
of a transformer, inrush currents or overexcitation currents, should be considered normal 
and the protection system should not trip the component. The proposed protection 
scheme can adaptively differentiate these phenomena from internal faults. Similarly, the 
relay should not trip for start-up currents in a motor, etc. 
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6.6 Online Parameter Identification 
 

The dynamic state estimation can be extended to include as states parameters of 
components. In this case, the parameters of the components can be identified from 
measurements. This represents a fine tuning of the component model.  
 
This option should not be continuously applied. Instead, it should be exercised only when 
there is doubt about the correctness of the component parameters. The issue will be 
addressed in greater detail in the filed applications of the setting-less protective relay. 
 

6.7 Summary and Comments 
 

The previous subsections have presented the approach for setting-less protection. The 
method is based on dynamic state estimation. The dynamic state estimation requires a 
detail model of the component under protection (protection zone) and a data acquisition 
system that acquires data with sufficient speed, such as 2,000 samples per second or 
higher. The accuracy of the data acquisition system is important, the more accurate it is 
the better the selectivity of the relay.  
 
The proposed protection approach has been applied to several types of components (i.e. 
transformers, transmission lines, capacitor banks, etc.). We present examples in the next 
section. 
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7. Example Applications: Capacitor Bank Protection 

This section presents example applications of setting-less protection for capacitor banks. 
The setting-less protection algorithm could be built in a relay and the constituent parts of 
the relay are described. The application has been evaluated by a number of numerical 
experiments.  
 

7.1 Summary 
 
A capacitor bank typically consists of strings of capacitor cans connected in series and in 
parallel to form the capacitor bank of the proper ratings. Figure 7.1 shows an example 
capacitor bank. It is important to point out that the instrumentation of capacitor banks 
typically includes the terminal voltages and currents as well as other measurements such 
as neutral voltage and current, current in parallel strings of capacitor cans, etc. All the 
available measurements should be included in the analytics of the protection function for 
the capacitor bank. We briefly describe the constituent parts of the setting-less protection 
for the capacitor bank and then present an example result, typical timing data and 
discussion of issues associated with capacitor bank protection.  

A B C
( )av t ( )bv t ( )cv t

( )ai t ( )bi t ( )ci t

( )ani t ( )bni t ( )cni t

( )nv t

 
Figure 7.1 Three Phase Capacitor Bank Construction 

 
Mathematical Model: The mathematical model of the capacitor bank is expressed in the 
SCAQCF (State and Control Algebraic Quadratic Companion Form). The exact model 
and form is provided in the Appendix 1. 
 
System State: The system state is defined in the SCAQCF model. Note that the states are 
classified as external state and internal states. The external states are the three terminal 
voltages at time t (phase A-G, phase B-G, and phase C-G) and three terminal voltages at 
time tm (phase A-G, phase B-G, and phase C-G). The internal states are the neutral 
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voltage, the voltages at internal points of the capacitor bank and the current through the 
current limiting inductors. 
 
Measurements: They consist of the actual, virtual, derived and pseudo measurement. 
The minimum actual measurements for the capacitor bank are the phase voltages and 
currents at the terminals of the capacitor bank. Many capacitor banks may have additional 
measurements, such as current and voltage at the neutral of the bank, electric current 
through each parallel string of capacitor cans, etc. From the setting-less protection point 
of view, the more measurements the better the performance of the algorithm will be. 
 
The virtual measurements represent the zero value on the left hand side of the equations: 
two measurements with value equal zero at time t; two measurements with value equal 
zero at time tm=t-h/2. For these measurements the measurement error is assume to have a 
standard deviation equal to 0.001 pu (as a matter of fact these measurements have zero 
error but the algorithm does not permit zero as it will generate singularity in the state 
estimation algorithm). 
 
The derived measurements are electric current measurements at individual capacitor 
cans. 
 
The pseudo measurements for the capacitor bank are typically the voltage at the neutral 
of the capacitor bank in case there is no actual measurement of the neural voltage. 
 
Numerical experiments were performed with a three phase capacitor bank. For this 
example the capacitor bank model is expressed in terms of 10 states. The number of 
measurements is 24: 20 actual measurements, 4 virtual measurements, and 0 pseudo 
measurements. The redundancy is 140% ((24-10)/10). 
 
Using the above model the following events were considered: (a) external line-to-line 
faults, (b) external single line-to-ground faults, (c) internal faults. For each event, the 
system was simulated and a COMTRADE file was generated with the time waveforms of 
the actual measurements. Subsequently the COMTRADE file was “played” back through 
the setting-less protection for the capacitor bank. The results were recorded into another 
COMTRADE file. The output file includes the following data: (a) the actual 
measurements, (b) the estimated states of the capacitor bank, (c) the estimated values of 
the actual measurements, (d) the normalized measurement residuals, i.e. difference 
between the actual measurements and the estimated values of the actual measurements 
divided by the meter accuracy (meter standard deviation of measurement error) and (e) 
the relay decision (trip/no-trip). Specifically, Figure 7.2 illustrates the measured voltages, 
the estimated voltage, the normalized residuals of the voltage measurements and the 
trip/no-trip decision. Note that this event includes an internal fault at time 1.25 sec that 
clears at 1.45 sec, an external system change at time 2.0 sec and two external faults, one 
at time 2.25 sec and another at time 2.45 sec. Note the relay tripped for the internal fault 
only.  
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Execution Time: For this event, the execution time of the state estimation at each set of 
data was measured and reported in Figure 7.3. Note that average execution time for each 
state estimation process is around 400μs. This value is to be compared with the sampling 
rate of the data acquisition system of the relay. The sampling rate is 4000 s/s. This means 
that the state estimation is called 4000/2 times per second. This means that the data for 
the state estimation are coming in one set per 0.0005 seconds. Therefore the state 
estimation is performed in less time that the period between two successive sets of data. 
The objective is to perform the analytics of the setting-less protection in less than 50% of 
the time between two successive sets of data. Since the code has not been optimized and 
the computer hardware has much room to improve, this objective can be easily achieved. 
 
 

 
 

Figure 7.2 Result of an Example Test System with Internal and External Faults 

 

 
Figure 7.3 Capacitor Bank Setting-less Protection Execution Time 
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The numerical experiments with the above mentioned events have demonstrated the 
feasibility of setting-less protection and the ability to perform the analytics of the setting-
less protection within the time interval of two consecutive sets of data. This is the first try 
of the approach. Many possible improvement have been identified: (a) the analytics can 
be performed in faster times by optimizing the code - a dramatic speedup can be achieved 
by using sparsity techniques, (b) derived measurements can be used to achieve full 
observability of the capacitor bank, i.e. estimating the voltage at each one of the capacitor 
cans, (c) it is possible to identify individual failed cans instead of simply issuing a 
trip/no-trip command. These issues and improvements will be the subject of continuing 
investigation. 
 
This section describes the implementation approach for the setting-less protective relay 
for three phase capacitor banks (state estimation based approach). The models and the 
algorithmic procedures of the analytics are also described. Numerical experiments with 
an example system are presented that illustrate the operation of the setting-less protection 
for capacitor banks. The execution times of the analytics of the setting-less protection are 
also presented for the numerical experiments. Even if the computer code is not optimized 
the execution times are lower than the sampling period of the data indicating the 
feasibility of the approach. Finally, the various configurations and hardware requirements 
for the setting-less protective relay are discussed.  
 

7.2 Setting-less Relay Description 
 
This section describes the overall implementation of the setting-less protective relay. The 
architecture of this relay is shown in Figure 6.1. Note that the relay requires the model of 
the zone to be protected and the actual (physical) measurements from the data acquisition 
system. The model must be provided in the SCAQCF syntax which is defined in this 
document. Then the remaining analytics are automatically constructed and executed. 
These are: the pointers that provide the interrelationship of the actual measurements to 
the zone model, the creation of the measurement models for the actual, virtual, derived 
and pseudo measurements, the dynamic state estimation, the bad data detection and 
identification and the protection logic. 
 
Note that the data acquisition system is continuously streaming measurement into the 
relay with a specific rate. Typical rates are 2,000 to 5,000 samples per second. As it will 
be seen later, the model of the component to be protected is derived in the SCAQCF by 
using the quadratic integration. The SCAQCF model is expressed in terms of the values 
of the various variables at two consecutive time instances (two consecutive samples) and 
past history samples. This means that the analytics of the setting-less relay operate on 
samples of two consecutive time instances. This is illustrated in Figure 7.4. The samples 
(measurements) at the two consecutive time instances t and (t-ts) are used. Note that ts 
defines the sampling period. For the typical sampling rates referenced above the 
minimum sampling period will be 200 microseconds (5,000 samples per second). This 
means that the analytics of the setting-less relay must be performed within the time 
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interval of 400 microseconds (before the next set of data arrive). Obviously, there should 
be a margin. For this reason the goal for the setting-less relay is to perform the analytics 
in time less than 200 microseconds. Numerical experiments have been performed and the 
performance is documented in this report. 
 

 
 
Figure 7.4 Illustration of Time Samples Utilized at Each Iteration of the Setting-less Relay 

Analytics 

 
 

7.3 Three Phase Capacitor Bank SCAQCF Model 
 
The three phase capacitor banks SCAQCF model is presented in this session. 
 
The circuit model of the three phase capacitor bank is shown in Figure 7.5.  
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Figure 7.5 Three Phase Capacitor Banks Compact Model 

 
The state and control algebraic quadratic companion form model of the three phase 
capacitor bank model is given below. The derivation of this model is provided in 
Appendix 1. Note that there is no control variable in this model. 
 
At time t , 
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h h
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At time mt , 
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Based on the above equations, it is very easy to write all equations into the following 
SCAQCF standard syntax: 
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For three phase capacitor banks, there are 10 states (5 for time step t and 5 for 
intermediate time step tm).  
 
For time step t, the states are listed below.  
 
The states are defined as follows: 
 
External states: 
0. ( )av t : terminal voltage at phase A   (kV); 

1. ( )bv t : terminal voltage at phase B   (kV); 

2. ( )cv t : terminal voltage at phase C    (kV); 
 
Internal states: 
0. ( )nv t : terminal voltage at neutral point   (kV) 

1. ( )Li t : current through the inductance   (kA) 
 

For time step tm, the states are the same. 
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7.4 Capacitor Bank Measurements Definition 
 
Measurements consist of the actual, virtual, derived and pseudo measurement. The 
minimum actual measurements for the capacitor bank are the phase voltages and 
currents at the terminals of the capacitor bank. Many capacitor banks may have additional 
measurements, such as current and voltage at the neutral of the bank, electric current 
through each parallel string of capacitor cans, etc. For the setting-less protection point of 
view, the more measurements the better the performance of the algorithm will be. 
 
Here in this report, just the most basic measurements are used: 
 
Actual measurements:  six currents at time t (phase A, phase B, and phase C; cap bank 
terminals and near neutral point); four voltages at time t (phase A-G, phase B-G, phase 
C-G, and Neutral-G); six currents at time tm=t-h/2 (phase A, phase B, and phase C; cap 
bank terminals and near neutral point); four voltages at time tm=t-h/2 (phase A-G, phase 
B-G, and phase C-G, and Neutral-G); For these measurements assume a measurement 
error with standard deviation equal to 0.01 pu. 
 
Virtual measurements: these measurements represent the zero value on the left hand 
side of the equations 4, 5, 9 and 10: two measurements with value equal zero at time t 
(equations 4 and 5); two measurements with value equal zero at time tm=t-h/2 (equations 
9 and 10). For these measurements assume a measurement error with standard deviation 
equal to 0.001 pu (as a matter of fact these measurements have zero error but you cannot 
use zero as this will generate singularity in the state estimation algorithm). 
 
Derived Measurements: are electric current measurements at individual capacitor cans. 
They are used to achieve full observability of the capacitor banks. For the most basic case 
we will not consider derived measurements 
 
Pseudo measurements: in this case we will not consider pseudo measurements 
 
In summary, for the three phase capacitor bank, there are 20 actual measurements, 4 
virtual measurements, and zero derived and pseudo measurements, a total of 24 (12 for 
time step t and 12 for intermediate time step tm). There would be 10 states, which 
provides a redundancy of 140% ((24-10)/10). 
 

In summary, the measurements are 
( )

( ) ( )
0

i x
z h x v x

 
 = =  
  

  
 

7.5 Creation of Measurement Models   
 
This section describes the creation of the mathematical models of the measurements.  
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7.5.1 Creation of Actual Measurement Model 
 
If the measurement is an actual through measurement, it is related to a specific row of the 
SCAQCF model. 
 
The model of this kind of measurement is as follows: 
 

, ,( )k k k
eq i i eq i k

i i
I t Y x b η= ⋅ − +∑ ∑  

 
where k is the corresponding pointer for the terminal number. 
 
If the measurement is an actual across measurement, it is not related to a specific row of 
the SCAQCF model but it is related directly to the state of the capacitor bank. The model 
of this kind of measurement is as follows: 
 

m
i jV x x η= ± +  
 

where ji xx , , are all the states related to this measurement. 
 

7.5.2 Creation of Virtual Measurement Model 
 
The virtual measurements are not real measurements so they cannot be measured. It is 
related to a specific row of the SCAQCF model. 
 
The model of this kind of measurement is as follows: 
 

, ,0 k k
eq i i eq i k

i i
Y x b η= ⋅ − +∑ ∑  

where k stands for kth row of this measurement. 
 

7.5.3 Creation of Derived Measurement Model 
 
There are no derived measurements in this capacitor banks case so no derived 
measurement model is needed. 
 

7.5.4 Creation of Pseudo Measurement Model 
 
There are no pseudo measurements in this capacitor banks case so no pseudo 
measurement model is needed. 
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7.6 State Estimation Algorithm 
 
The dynamic state estimation is described as follows: First the model of the three phase 
capacitor bank under protection is cast into a standard algebraic quadratic companion 
form which is shown above. The measurements are classified into (a) actual 
measurements, (b) virtual measurements and (c) derived measurements, (d) pseudo 
measurements. All the measurements are listed in 7.4.  
 
A physical measurement, a virtual measurement or a pseudo-measurement at time t has 
the following generalized SCAQCF form: 
 

, , , , ,( , ) T i T i T i
m x m x m u m u m xu mY F Y F F C

     
     = + + + + +     
     
     

y x u x x x u u u x u
  

  

 

 
where: 

( , )y x u : measurement variables of the component model at both time t and time tm, 
[ ( ), ( )]mt t=y y y  

x : external and internal state variables of the component model, [ ( ), ( )]mt t=x x x  
u : control variables of the component model, i.e. transformer tap, etc. [ ( ), ( )]mt t=u u u  

,m xY : matrix defining the linear part for state variables, 

,m xF : matrices defining the quadratic part for state variables, 

,m uY : matrix defining the linear part for control variables, 

,m uF : matrices defining the quadratic part for control variables, 

,m xuF : matrices defining the quadratic part for the product of state and control variables, 

mC : constant vector of the measurement model (past history). 
The weighted least squares approach will be used for the state estimator. The algorithm is 
defined as follows: 
 

𝜎𝑛𝑘 = �𝑉𝑎𝑟(𝑛𝑘) 
 

Minimize       J = ��
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�
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= �𝑠𝑖2 =
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𝑚
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η
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,⋯ 1
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The solution is given with the following iterative algorithm: 
 

 ))(()( 11 zxhWHWHHxx TT −−= −+ ννν  
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where H is the Jacobean matrix: ( ) νxxatcomputed
x
xhH =

∂
∂

= ,
 

 
At each time step of the estimation algorithm, the contributions of each measurement to 
the information matrix WHH T  and the vector ))(( zxhWH T −ν  must be computed. For 
example assuming that the i-th measurement has the following generic form (for 
simplicity only one linear and one quadratic term is included): 
 

1 1 2 2 3i i i i i i i iz c a x a x x η= + ⋅ + ⋅ ⋅ +  
 
Then the Jacobean matrix’s i-th row will be: 

[ ]1 2 2 2 30 0i i i i ia a x a x⋅ ⋅     
 

The contribution of this row to the information matrix  is the following: 
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The contribution of the measurement to the vector ))(( zxhWH T −ν  is the following: 
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The above general formulae lead to a very simple algorithm for forming the information 
matrix TH WH  and ( ( ) )TH W h x zν −  the vector and updating the state x. 
 

7.7 Protection Logic  
 
The entire protection logic is based on the measurements obtained from the data 
acquisition system and the results of dynamic state estimation.  
 
Once the microprocessor gets the measurements from the three phase of capacitor bank, 
the dynamic state estimation is run according to the capacitor bank AQCF model. Then 
the Chi-square of all the measurements is calculated to check whether all the actual 
measurement values are consisted with the model of the capacitor bank. 

Chi-square: 2
2

( ) ( )t r tχ =  

Based on the Chi-square, the confidence level (or probability) that the measurements and 
the model of the capacitor back fit together within the accuracy of the meters is computed 
with: 

2 2
1 1 1[ ] 1 [ ] 1 ( , ),    Pr Pr Pr v v is the degree of  freedomχ ξ χ ξ ξ≥ = − ≤ = −  

If the confidence level drop to low values for several cycles, then it means the 
measurements do not fit the model, thus there is somewhere internal to the capacitor bank 
a fault or an alteration that changes the model. This indicates an abnormality (internal 
fault, capacitor can failure, etc.). In this case the relay would activate the breaker and trip 
the capacitor banks immediately. Meanwhile, during the state estimation process, the 
operating limits of the capacitor bank are being monitored (for example excessive 
harmonic currents, etc.) so that the three phase capacitor banks will be tripped once it 
violates the operating limit. 
 

7.8 Numerical Experiments 
 
The above described setting-less relay for three phase capacitor banks has been tested 
with simulated data. Specifically a test system is used to create a number of scenarios. 
For each scenario the system is simulated and all the measurements of the system are 
stored in a COMTRADE file. Our setting-less protection algorithm is applied on each 
scenario and the results are stored in a new COMTRADE file combined with the old one. 
From the results, we can see our setting-less protection can differentiate the capacitor 
banks external and internal faults and take the trip or no trip action correctly.  
 
The test system including capacitor banks under protection and an integrated system 
around it is shown in Figure 7.6: 
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Figure 7.6 Test System Diagram for Capacitor Bank Zone, Base Case 

 
 

7.8.1 Test Scenario 1 
 
In this section, an external line-to-line fault is simulated. Figure 7.7 shows how the test 
system is created. The red dash block shows the location where Phase A and Phase C are 
shorted.  
 
Figure 7.8 is the test result of the external line-to-line fault. In the figure, the measured 
voltages (states), the estimated states, the residual and the confidence level are shown. It 
can be seen that when there is no fault, the estimated states from state estimation is 
exactly same as the measured states, which indicates that the entire state estimation 
process is correct. When the external line-to-line fault happens at 1.75s, the residual 
becomes large and the confidence level drops to zero very quickly. But the confidence 
level goes back to one immediately which indicates the fault is an external fault and the 
states still match the cap bank model. It means that there is no fault inside the capacitor 
bank and no trip needs to be acted. 
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Figure 7.7 Test System Diagram for Capacitor Bank Zone, Scenario 1 

 
 

 
Figure 7.8 Result of Scenario 1 
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7.8.2 Test Scenario 2 
 
In this section, an external single line-to-ground fault is simulated. Figure 7.9 shows how 
the test system is created. The red dash block shows the location where Phase B and 
ground are shorted, while the green dash block shows where Phase C is shorted to ground. 
 
Figure 7.10 shows the test result of the external single line-to-ground fault. In the figure, 
the measured states, the estimated states, the residual and the confidence level are shown. 
It can be seen that the external single line-to-ground fault happens at 2.2s and another 
external line-to-ground fault happens at 2.24s. Because of the fault, the residual becomes 
large and the confidence level drops to zero very quickly. But the confidence level goes 
back to one immediately which indicates all the faults are external faults and the states 
still match the model. It means that there is no fault inside the capacitor bank and no trip 
needs to be acted. 
 
 

 
Figure 7.9 Test System Diagram for Capacitor Bank Zone, Scenario 2 
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Figure 7.10 Result of Scenario 2 

 

7.8.3 Test Scenario 3 
 
In this section, an internal fault is simulated. Figure 7.11 shows how the test system is 
created. The red dash block shows where fault happens. 
 
Figure 7.12 shows the test results of the above system. In the figure, the measured states, 
the estimated states, the residual and the confidence level are shown. It can be seen that 
the internal fault happens at 1.5s and clears at 1.9s. Because of the fault, the residual 
becomes large and the confidence level drops to zero very quickly. Different from 
scenario 0 and 1, the confidence level remains to be zero until the fault gets cleared, 
which means the fault is an internal fault and our protection devices should trip this 
capacitor bank. 
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Figure 7.11 Test System Diagram for Capacitor Bank Zone, Scenario 3 
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Figure 7.12 Result of Scenario 3 
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7.8.4 Test Scenario 4 
 
In this section, an internal fault is simulated. Figure 7.13 shows how the test system is 
created. The red dash block shows where fault happens. 
 
Figure 7.14 shows the test result of the above system. In the figure, the measured states, 
the estimated states, the residual and the confidence level are shown. It can be seen that 
the internal fault happens at 1.25s and clears at 1.45s. Because of the fault, the residual 
becomes large and the confidence level drops to zero very quickly. Different from 
scenario 0 and 1, the confidence level remains to be zero until the fault gets cleared, 
which means the fault is an internal fault and our protection devices should trip this 
capacitor bank. 
 
 

 
 

Figure 7.13 Test System Diagram for Capacitor Bank Zone, Scenario 4 
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Figure 7.14 Result of Scenario 4 
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7.9 Issues and Challenges Associated with State Estimation Based Three Phase 
Capacitor Banks Protection  

 
This section describes the main challenges for the state estimation based three phase 
capacitor banks setting-less protection. Most of these challenges and issues also exist in 
other protection schemes. Good methods to conquer them could bring more reliable 
protection to capacitor banks.  
 
Time Limits: The analytics of the setting-less protection represent a substantial 
computational task that must be performed within the time interval of two consecutive 
sampled data sets. In the three phase capacitor banks protection case, based on the current 
technology, the relay may acquire more than 5000 samples (measurements) per second. 
Since the measurements at two time steps are used for one state estimation, more than 
2500 state estimation calculations must be performed per second. This means each state 
estimation operation time should be less than 400μs.  
 
Figure 7.15 illustrates the time relationship and requirements for the protection scheme. 
Note that for a sampling rate of 5000 sample/s a new set of state estimation data will be 
available each 400 microseconds. 

time

First set of 
measurements 

arrives

Second set of 
measurements 

arrives

Third set of 
measurements 

arrives

Fourth set of 
measurements 

arrives

t t

Setting-less 
protection starts
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Figure 7.15 Time Relationship in Setting-less Protection 

 
During the numerical experiments, the execution time for performing all the analytics for 
one set of estimation data was measured. Figure 7.16 illustrates an example of execution 
times for capacitor bank setting-less protection. From the figure, we can tell that the 
average operation time for each state estimation process is around 340μs, which can 
satisfy the real time protection requirements. Moreover, the code has not been optimized 
and more advanced computer hardware could be used to provide much shorter operation 
time.  
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Figure 7.16 Capacitor Bank Setting-less Protection Operation Time 

 
The proposed approach works best when: (a) the data acquisition system is as accurate as 
possible, (b) the data are GPS synchronized in case they are coming from more than one 
data acquisition systems, and (c) in case of telemetered data as is the case for 
transmission lines, communications are as fast as possible and they support the required 
throughput which depends on the sampling rate. A discussion of these issues follows. 

 
Data Acquisition Accuracy: The setting-less protection works better as the accuracy of 
the data acquisition system increases. The data are utilized in a dynamic state estimation. 
This process requires data in the time domain, sampled at frequencies that can provide 
enough resolution of the transients. A modern data acquisition system that can provide 
this data in a form usable by a numerical relay or PC acting as a setting-less protective 
relay is the merging unit connected to a process bus. We propose to use this technology 
for the implementation of the setting-less protection. 
 
A typical data acquisition system based on merging units and process bus is shown in 
Figure 7.17. For simplicity the figure shows only one voltage instrumentation channel 
and one current instrumentation channel. The illustrated data acquisition system has the 
capability to perform GPS synchronized measurements. Specifically the process bus can 
send the GPS signal (in a number of different ways) to the merging unit. The merging 
unit then uses this signal to synchronize the measurements. The latency imposed by the 
fiber optic cable and associated processing is typically small because of the short 
distances. For higher accuracy, the latency can be computed and compensated for the 
purpose to increasing the timing accuracy. 
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Figure 7.17 Typical Data Acquisition System Based on Merging Units 

 
The accuracy of the data acquisition system of Figure 7.17 depends only on the accuracy 
of each instrument transformer because the separation distance between the merging unit 
and the instrument transformer is very short. In other words the data acquisition channel 
consists of the instrument transformer, a short connection between the merging unit and 
the instrument transformer and the input impedance of the merging unit. The component 
that introduces error in this case is practically only the instrument transformer. The most 
accurate instrument transformers are wound type potential transformers for voltage and 
magnetic core current transformers for current. The instrument transformers should be the 
highest accuracy class. It is important to note these instrument transformers are very 
accurate during steady state conditions but during transients introduce substantial 
transient errors. As long as the transient errors are short in duration, the performance of 
the setting-less protection will not be affected.  
 
GPS Synchronized Measurements: The dynamic state estimation works best when all 
the data are GPS synchronized or they are coming from one single data acquisition 
system. In most cases, the measurement data may come from multiple data acquisition 
systems, i.e. multiple merging units, telemetered data (in case of transmission lines), etc. 
If the data are not GPS synchronized the analytics of the dynamic state estimation 
become very complex and the computational burden increases. For this reason, we 
assume that the setting-less protection will require GPS synchronized data. Merging units 
are capable of providing GPS synchronized measurements by receiving the GPS signal 
via GOOSE messaging. 
 
Communications: Communications are required in case of telemetered data, as is the 
case of transmission line protection where the measurements from one terminal are 
telemetered to the other terminal. The communication link should provide speedy 
transmission so that latencies are minimized and should be able to provide the necessary 
throughput so that the data will be continuously streaming into the setting-less protective 
relay.  
 
Above conditions are the recommended selections for the proposed approach. For the 
capacitor banks protection this translates into the following selections: 
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Recommended Selection 1: Merging units, highest accuracy PTs and CTs. This 
selection is shown in Figure 7.18. The merging units accept the actual analog 
measurements from electro-magnetic PTs/CTs and transfer them into digital signals. 
Meanwhile, the GPS IRIG-B or 1 pps signal can gradually adjust the sampling interval of 
all intelligent sampling modules through the merging unit to realize the synchronous 
sampling automatically. The merging units and the personal computer are connected 
through optical fibers based on IEC 61850 protocol. In this case the personal computer 
acts as the setting-less protective relay. 
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Figure 7.18 Recommended Data Acquisition Selection 1 for Capacitor Bank 

 
Recommended Selection 2: The setting-less relay is used and it provides another 
alternative for the implementation of the proposed method. As a matter of fact a large 
number of relays exist in the current power system and every relay is equipped with a 
microprocessor. The setting-less protection algorithm can be programmed in the relay 
and the present protection algorithm can be removed so that the microprocessor can 
provide a faster computational time. As a result, the introduction of the setting-less relay 
results in simpler function and faster running speed that will be very advantageous for the 
proposed method. Also this new relay provides more flexible choices for the protection 
location. The use of the setting-less relay will result to the recommended selection 2 
which is shown in Figure 7.19.  
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Figure 7.19 Recommended Data Acquisition Selection 2 for Capacitor Bank 

 
In many instances, the existing instrumentation may be different. We will discuss here 
the most challenges or issues we may face: 
 
No GPS clock or loss of GPS: In many cases, merging units are not available for the 
specific bus and relays will be there instead. Or even if the GPS clock is available for the 
bus, there are still some possibilities that the GPS communication is lost. In this case the 
measurements do not have a global synchronized time stamp.  In order to solve this 
problem, an angle could be added to the state estimation process as one additional state so 
that the phase difference caused by the different time stamps that used in the two merging 
units could be calculated. As a result, even if the measurements are not GPS clock 
synchronized, the state estimation based setting-less protection approach still could be 
applied for the capacitor bank and it also could be used to coordinate and share 
information with the other devices in the system where PMUs are available. 
 
Communication latency or loss between merging units and process bus: When the 
communication between merging units and process bus is lost or delayed, the protection 
approach cannot run properly and timely. In order to solve this kind of situation, usually a 
backup communication system, including merging units and fiber optic cables, will be 
installed so that the redundant communication system could provide the data which is 
needed for the protection schemes.  
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8. Example Applications: Saturable Core Reactors 

 
This section describes the implementation approach for the setting-less protective relay 
for single phase saturable core reactors (state estimation based approach). The models 
and the algorithmic procedures of the analytics are also described. The application has 
been evaluated by numerical experiments. 

8.1 Summary 
 
Saturable core reactors are used for compensation of long transmission lines, current 
limiting applications as well as in filters to limit harmonics. The circuit model of a single 
phase reactor is shown in Figure 8.1. Note that in Figure 8.1, gL is the conductance that 
presents the core loss, gc is the conductance of the “stabilizer”. Current transformer and 
potential transformer are used to measure the current and voltage. The merging units are 
GPS synchronized. The measurements are utilized in a dynamic state estimation. Any 
violation of the physical laws would imply an internal fault in the reactors. The protection 
logic would trip the reactor when either the physical laws are violated or the operating 
condition exceeds operating limits. 
 

2 ( )i t

2 ( )V t

1 ( )i t

1 ( )V t

 
 

Figure 8.1 Single Phase Saturable Core Reactor Model 

 
Mathematical Model: The mathematical model of the saturable core reactor is expressed 
in the SCAQCF (State and Control Algebraic Quadratic Companion Form). 
 
System State: The system state is defined in the SCAQCF model. Note that the states are 
classified as external states and internal states. The external states are two terminal 
voltages at time t (V1, V2) and two terminal voltages at time tm (V1, V2). The internal 
states are magnetic flux in the cores. 
 
Measurements: They consist of the actual, virtual, derived and pseudo measurement. 
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Actual Measurements: two currents at time t (I1, I2); two voltages at time t (V1, V2); two 
currents at time tm=t-h/2 (I1, I2); two voltages at time tm=t-h/2 (V1, V2).  
 
Virtual Measurements: In this case, there are 6 virtual measurements at time t; 6 
measurements with value equal to zero at time tm=t-h/2.  
 
Derived Measurements and Pseudo Measurements: None. 
 
In summary, for the single phase saturable core reactor, there are 8 actual measurements, 
12 virtual measurements, zero derived and pseudo measurements, a total of 20. There 
would be 16 states, which provide a redundancy of 25% ((20-16)/ (16)). 
 
The above mentioned report provides details and simulated events. Here an example case 
of an external single phase line-to-ground fault as well as an internal fault is provided. 
Figure 8.2 shows the voltage and current of this test system as well as the confidence 
level. From the figure, it is easy to see the confidence level drops to zero very quickly 
because of the fault. But the confidence level goes back to 100% immediately, which 
indicates all the faults are external faults and the states still match the model. Therefore, 
the fault doesn’t exist inside the saturator reactors and no trip needs to be acted. However, 
when there is an internal fault, the confidence stays zero, indicating the fault is in the 
reactor and protection is needed. 
 
Execution Time: Due to the nonlinearity of reactors, the Jacobean matrix changes at 
state estimation, increasing the computation time for “setting-less” protection. The 
average computation time is about 100 us. This value is to be compared with the 
sampling rate of the data acquisition system of the relay. The sampling rate is 4000 times 
per second. This means that the state estimation is 4000/2 times per second. This means 
that the data for the state estimation are coming in one set per 500 us. Since the code has 
not been optimized and the computer hardware has much room to improve, the execution 
speed can be further improved. The execution time is show in Figure 8.3. 
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Figure 8.2 Results of Saturable Core Reactor Test System  
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Figure 8.3 Execution time 

 

8.2 Setting-less Relay Description 
 

This section describes the overall implementation of the setting-less protective relay. The 
architecture of this relay is shown in Figure 6.1. Note that the relay requires the model of 
the zone to be protected and the actual (physical) measurements from the data acquisition 
system. The model must be provided in the SCAQCF syntax which is defined in this 
document. Then the remaining analytics are automatically constructed and executed. 
These are: the pointers that provide the interrelationship of the actual measurements to 
the zone model, the creation of the measurement models for the actual, virtual, derived 
and pseudo measurements, the dynamic state estimation, the bad data detection and 
identification and the protection logic.   

Note that the data acquisition system is continuously streaming measurement into the 
relay with a specific rate. Typical rates are 2,000 to 5,000 samples per second. As it will 
be seen later, the model of the component to be protected is derived in the SCAQCF by 
using the quadratic integration. The SCAQCF model is expressed in terms of the values 
of the various variables at two consecutive time instances (two consecutive samples) and 
past history samples. This means that the analytics of the setting-less relay operate on 
samples of two consecutive time instances. This is illustrated in Figure 8.4. The samples 
(measurements) at the two consecutive time instances t and (t-ts) are used. Note that ts 
defines the sampling period. For the typical sampling rates referenced above the 
minimum sampling period will be 200 microseconds (5,000 samples per second). This 
means that the analytics of the setting-less relay must be performed within the time 
interval of 400 microseconds (before the next set of data arrive). Obviously, there should 
be a margin. For this reason the goal for the setting-less relay is to perform the analytics 
in time less than 200 microseconds. Numerical experiments have been performed and the 
performance is documented in this report. 
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Figure 8.4 Illustration of Time Samples Utilized at Each Iteration of the Setting-less Relay 

Analytics 

 

8.3 Saturable Core Reactor SCAQCF Model 
 
The circuit model of the single phase reactor is shown in Figure 8.1. Note that in this 
figure, gL is the conductance that models the core losses. In this section, “numerical 
stabilizers” have been included to eliminate possible numerical problems caused by the 
numerical integration rule. In Figure 8.1, gc is the conductance of the “stabilizer”. The 
SCAQCF model of the single phase saturable core reactor model is given below. The 
derivation of this model is provided in Appendix 2.  
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𝐹𝑒𝑞1 = ⋯ = 𝐹𝑒𝑞3 = 016×16 
𝐹𝑒𝑞4: 𝑓𝑒𝑞[3×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞5: 𝑓𝑒𝑞[4×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞6: 𝑓𝑒𝑞[5×5] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞7: 𝑓𝑒𝑞[6×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞8: 𝑓𝑒𝑞[7×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 

 
 
 

𝐹𝑒𝑞9 = ⋯ = 𝐹𝑒𝑞11 = 016×16 
𝐹𝑒𝑞12: 𝑓𝑒𝑞[11×11] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞13: 𝑓𝑒𝑞[12×12] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞14: 𝑓𝑒𝑞[13×13] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞15: 𝑓𝑒𝑞[14×12] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞16: 𝑓𝑒𝑞[15×11] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 

 
 
Assumption (just for now): the exponent n is odd. (It will be removed in the future). 
For the single phase reactor, there are 12 states (6 for time step t and 6 for intermediate 
time step tm). 
 
For time step t, the states are listed below.  
 
External states: 
 
0. 𝑣1(𝑡): terminal voltage at Terminal 1      (kV); 
1. 𝑣2(𝑡): terminal voltage at Terminal 2      (kV); 
 
Internal states: 
0. λ 1(𝑡): Reactor Flux        (kWb) 
1-5. 𝑦1(𝑡)⋯𝑦5(𝑡): introduced flux states for inductance  
 
For time step 𝒕𝒎, the states are listed below.  
 
External states: 
 
0.  𝑣1(𝑡𝑚): terminal voltage at Terminal 1      (kV); 
1.  𝑣2(𝑡𝑚): terminal voltage at Terminal 2      (kV); 
 
Internal states: 
0.         λ 1(𝑡𝑚): Reactor Flux        (kWb) 
1-5. 𝑦1(𝑡𝑚)⋯𝑦5(𝑡𝑚): introduced flux states for inductance  
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8.4 Saturable Core Reactor Measurements Definition 
 
The measurements can be actual measurements, virtual measurements, derived 
measurements and pseudo measurements. For the saturable core reactor model these 
measurements are described next. 
 
Actual Measurements: This type of measurement is a physical measurement that can be 
obtained by typical measurement equipment. The actual measurements are: two current 
measurements at time t; two voltage at time t; two current measurements at time tm=t-h/2; 
two voltages at time tm=t-h/2. For these measurements assume a measurement error with 
standard deviation equal to 0.01 pu. 
 
Virtual Measurements: This type of measurement is not a physical measurement. 
Virtual measurements are physical laws that a device must obey. These physical laws are 
expressed with specific equations. These equations must be exactly satisfied and 
therefore the virtual measurements are exact measurements (noiseless). The number of 
virtual measurements equals to the number of the equations whose left side value is zero 
(equations 3~8 and 11~16).In this case, there are 6 virtual measurements at time t; 6 
measurements with value equal zero at time tm=t-h/2 and zero error. Since the state 
estimation cannot accept zero standard deviation of the error, a small value is assumed, 
i.e.  0.001 pu. 
 
Derived and Pseudo Measurements: none in this case. 
 
In summary, for the single phase saturable core reactor, there are 8 actual measurements, 
12 virtual measurements, and zero derived and pseudo measurements, a total of 20. There 
would be 16 states, which provide a redundancy of 25% ((20-16)/ (16)). 
 

8.5 Creation of Measurement Models 
 
This section describes the creation of the mathematical models of the measurements.  
 

8.5.1 Creation of Actual Measurement Model 
 
If the measurement is an actual through measurement, it is related to a specific row of the 
SCAQCF model. The reactor currents I1 and I2 (at time t and tm) are the actual through 
measurements.  
 
The model of this kind of measurement is as follows: 
 

, ,
,

m k k k
k eq i i eqi j i j eq k

i i j
i Y x F x x b η= ⋅ + ⋅ ⋅ − +∑ ∑  
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where k
ieqY , are the elements of the kth row of the Yeq matrix of the corresponding 

device. 
k

jieqF
,

are the elements of the Feq structure that correspond to the kth equation of the   

        of the device model.
 k

eqb is the kth element of the beq (past history) vector of the corresponding device. 
 

If the measurement is an actual across measurement, it is not related to a specific row of 
the SCAQCF model. 
 
The model of this kind of measurement is as follows: 
 

m
i jV x x η= ± +  

where ji xx , , are all the states related to this measurement.. 
 

8.5.2 Creation of Virtual Measurement Model 
 
The virtual measurements are not real measurements so they cannot be measured. It is 
related to a specific row of the SCAQCF model. The model of this kind of measurement 
is as follows: 
 

k
k
eq

ji
ji

k
jieq

i
i

k
ieq bxxFxY η+−⋅⋅+⋅= ∑∑

,
,,0

 
 

where k stands for kth row of this measurement. 
 

8.5.3 Creation of Derived Measurement Model 
 
There are no derived measurements in this saturable core reactors case so that no derived 
measurement model is needed. 
 

8.5.4 Creation of Pseudo Measurement Model 
 
There are no pseudo measurements in this saturable core reactors case so no derived 
measurement model is needed. 
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8.6 State Estimation 
 
The dynamic state estimator is described as follows: First the model of the single phase 
reactor under protection is cast into a standard algebraic companion form which is shown 
above. The measurements are classified into (a) actual measurements, (b) virtual 
measurements and (c) pseudo measurements.  
 
A physical measurement, a virtual measurement or a pseudo-measurement at time t has 
the following generalized SCAQCF form: 
 

, , , , ,( , ) T i T i T i
m x m x m u m u m xu mY F Y F F C

     
     = + + + + +     
     
     

y x u x x x u u u x u
  

  

 

 
where: 

( , )y x u : measurement variables of the component model at both time t and time tm, 
[ ( ), ( )]mt t=y y y  

x : external and internal state variables of the component model, [ ( ), ( )]mt t=x x x  
u : control variables of the component model, i.e. transformer tap, etc. [ ( ), ( )]mt t=u u u  

,m xY : matrix defining the linear part for state variables, 

,m xF : matrices defining the quadratic part for state variables, 

,m uY : matrix defining the linear part for control variables, 

,m uF : matrices defining the quadratic part for control variables, 

,m xuF : matrices defining the quadratic part for the product of state and control variables, 

mC : constant vector of the measurement model (past history). 
The weighted least squares approach will be used for the state estimator. The algorithm is 
defined as follows: 

𝜎𝑛𝑘 = �𝑉𝑎𝑟(𝑛𝑘) 

Minimize       J = ��
ℎ𝑖(𝑥) − 𝑧𝑖

𝜎𝑖
�
2

= �𝑠𝑖2 =
𝑚

𝑖=1

𝑚

𝑖=1

η 𝑇𝑊η  

where: 𝑠𝑖 =
η

𝑖
𝜎𝑖

W = diag � 1
𝜎12

, 1
𝜎12

,⋯ 1
𝜎12
� 

 
The solution is given with the following iterative algorithm: 
 

 ))(()( 11 zxhWHWHHxx TT −−= −+ ννν  
 

where H is the Jacobean matrix: ( ) νxxatcomputed
x
xhH =

∂
∂

= ,
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At each time step of the estimation algorithm, the contributions of each measurement to 
the information matrix WHH T  and the vector ))(( zxhWH T −ν  must be computed. For 
example assuming that the i-th measurement has the following generic form (for 
simplicity only one linear and one quadratic term is included): 
 

1 1 2 2 3i i i i i i i iz c a x a x x η= + ⋅ + ⋅ ⋅ +  
 
Then the Jacobean matrix’s i-th row will be: 
 

[ ]1 2 2 2 30 0i i i i ia a x a x⋅ ⋅     
 

The contribution of this row to the information matrix  is the following: 
 

( )

( )

1 1 1 2 2 1 2 3

2 2
1 2 2 2 2 2 2 3

22
1 2 3 2 2 3 2 3

0 0 0 0 0

0 0

0 0

0 0

0 0 0 0 0

i i i i i i i i i i i

i i i i i i i i i i i

i i i i i i i i i i i

w a a w a a x w a a x

w a a x w a x w a x x

w a a x w a x x w a x

 
 
 
 ⋅
 
 
 ⋅ ⋅ ⋅ 
 
 

⋅ ⋅ ⋅ 
 
 
  

   

    

   

    

   

    

   

    

   

 

 
The contribution of the measurement to the vector ))(( zxhWH T −ν  is the following: 
 

1

1 1 2 2 32 2

2 3

0

,

0

i i i

i i i i i i i ii i i i

i i i i

w a b

where b c a x a x x zw a x b

w a x b

 
 
 
 
 
 
  = + ⋅ + ⋅ ⋅ −⋅
 
 
 ⋅
 
 
 
 









 

 
The above general formulae lead to a very simple algorithm for forming the information 
matrix TH WH  and ( ( ) )TH W h x zν −  the vector and updating the state x. 
 

TH WH
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8.7 Protection Logic 
 
The solution of the dynamic state estimation provides the best estimate of the dynamic 
state of the component. The well-known chi-square test provides the probability that the 
measurements are consistent with the dynamic model of the component. Thus the chi-
square test quantifies the goodness of fit between the model and measurements (i.e., 
confidence level). The goodness of fit is expressed as the probability that the 
measurement errors are distributed within their expected range (chi-square distribution). 
The chi-square test requires two parameters: the degree of freedom (ν) and the chi-square 
critical value (ζ). In order to quantify the probability with one single variable, we 
introduce the variable k in the definition of the chi-square variable: 
 

∑
=








 −
=−=

m

i i

ii

k
zxhnm

1

2
)ˆ(,
σ

ζν , 

 
where m is the number of measurements, n the number of states, and x̂  the best estimate 
of states. Note that since m is always greater than n, the degrees of freedom are always 
positive. Note also that if k is equal to 1.0 then the standard deviation of the measurement 
error corresponds to the meter error specifications. If k equals 2.0 then the standard 
deviation will be twice as much as the meter specifications, and so on. Using this 
definition, the results of the chi square test can be expressed as a function of the variable 
k. Specifically, the goodness of fit (confidence level) can be obtained as follows: 
 

( ) ( ) ( ) ),Pr(0.1]Pr[0.1]Pr[ 22 vkkk ζζχζχ −=≤−=≥ . 

 
The proposed method uses the confidence level as the health index of a component. A 

high confidence level indicates good fit between the measurement and the model, and 
thus we can conclude that the physical laws of the component are satisfied and the 
component has no internal fault. A low confidence level, however, implies inconsistency 
between the measurement and the model; therefore, we can conclude that an abnormality 
(internal fault) has occurred in the component. 
 
It is important to point out that the component protection relay must not trip circuit 
breakers except when the component itself is faulty (internal fault). For example, in case 
of a saturable core reactor, inrush currents or over excitation currents should be 
considered normal and the protection system should not trip the component. The 
proposed protection scheme can adaptively differentiate these phenomena from internal 
faults.  
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8.8 Numerical Experiments 
 
A test system has been used for numerical experiments that include a single phase reactor 
under protection and an integrated system around it. The model parameters of the reactor 
are shown in Figure 8.5. 
 

 
Figure 8.5 Model Parameters of Reactor 

 
 

8.8.1 Test Scenario 1 
 
This scenario involves two external fault at the connection terminal as well as an internal 
fault at saturable core reactors. Figure 8.6 shows the example test system. The voltage 
and current of this test system, the Chi-square &confidence level is shown in Figures 8.7. 
 
In Figure 8.7 it can be seen that when there is no fault, the confidence level maintains at 
value one. The confidence level drops down very quickly when the external single phase-
to-ground fault clears. But the confidence level goes back to one immediately which 
indicates the fault is an external fault and the states still match the single phase saturable 
core reactors model. It means that there is no fault inside the saturable core reactors and 
no trip needs to be acted. However, when the internal fault happens the confidence level 
drops down very quickly again. The confidence level stays at one, indicating it is an 
internal fault and trip needs to be acted.  
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Figure 8.6 Test System Diagram for Single Phase Reactor 

 

 
Figure 8.7 Results of Saturable Core Reactor Test System  
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8.8.2 Test Scenario 2 
 
This scenario involves an external single phase-to-ground fault at the connection terminal 
as well as an internal fault at saturable core reactors. Figure 8.8 shows the example test 
system. The voltage and current of this test system, the Chi-square &confidence level is 
shown in Figures 8.9. 
 
In Figure 8.9 it can be seen that when there is no fault, the confidence level maintains at 
value one. The confidence level drops down very quickly when the external single phase-
to-ground fault clears. But the confidence level goes back to one immediately which 
indicates the fault is an external fault and the states still match the single phase saturable 
core reactors model. It means that there is no fault inside the saturable core reactors and 
no trip needs to be acted. However, when the internal fault happens the confidence level 
drops down very quickly again. The confidence level stays at one, indicating it is an 
internal fault and trip needs to be acted. The average computation time is about 100 us. 
Since the code has not been optimized and the computer hardware has much room to 
improve, this objective can be easily achieved. The execution time is show in Figure 8.10. 
 

 
Figure 8.8 Test System Diagram for Single Phase Reactor 
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Figure 8.9 Results of Saturable Core Reactor Test System  

 
Figure 8.10 Execution time 
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9. Example Applications: Transformers 

 
This section describes the implementation approach for the setting-less protective relay 
for three phase transformer. The models and the algorithmic procedures of the analytics 
are also described. The application has been evaluated by numerical experiments. 
 

9.1 Summary 
 
The transformer model in the SCAQCF has been developed by first developing the single 
phase indicated in Figure 9.1. The figure shows a single-phase two-winding, variable-tap, 
saturable-core transformer model. Three single phase transformer models are integrated 
to obtain a three-phase transformer model, as it is illustrated in Figure 9.2. Current 
transformer and potential transformer are used to measure the current and voltage. The 
merging units are GPS synchronized. The measurements are utilized in a dynamic state 
estimation. Any violation of the physical laws would imply an internal fault in the 
reactors. The protection logic would trip the reactor when either the physical laws are 
violated or the operating condition exceeds operating limits. 
 
 

 
 

Figure 9.1 Single-Phase Transformer Compact Model 

 

 
 

Figure 9.2 Three-Phase, Delta-Wye-Connected Transformer 
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The instrumentation of the transformer typically includes the terminal voltages and 
currents as well as other measurements such as neutral current. All the available 
measurements should be included in the analytics of the protection function for the three 
phase transformer. This section briefly describes the constituent parts of the setting-less 
protection for the transformer and then presents an example result, typical timing data 
and discussion of issues associated with transformer protection.  
 
Mathematical Model: The mathematical model of the three phase transformer is 
expressed in the SCAQCF Model. The exact model and form is provided in Appendix 3. 
 
System State: The system state is defined by the SCAQCF model. There are totally 68 
state variables (when the transformer is delta-wye-connected, and when the exponent n is 
five). Note that the states are classified as external state and internal states. There are 14 
external states and 54 internal states. 
 
Measurements: For this example of a three phase transformer we have 13 actual 
measurements that consist of six across measurements (PTs that measure voltages across 
phase a-N, b-N, c-N, A-N, B-N, and C-N); and 7 through measurements from CTs that 
measure currents through phases a, b, c, A, B, C, and N. When two consecutive sampling 
points are imported, the first point becomes a measurement for the intermediate time tm, 
and the second point becomes a measurement for the current time t. As a result, a total of 
26 measurements can be formed from actual measurement channels. In addition to the 
actual measurements, 54 virtual measurements can be introduced from the transformer 
model, and 2 pseudo measurements for neutral voltages can be added. Therefore, a total 
of 82 measurements can be used for the dynamic state estimation, providing a 
redundancy of 20.6%. 
 
Using the above model the following events were considered: (a) normal operating 
condition, (b) transformer energization (inrush current), (c) transformer over-excitation, 
(d) through fault condition, and (e) internal fault condition. For each event, the system 
was simulated and a COMTRADE file was generated with the time waveforms of the 
actual measurements. Subsequently the COMTRADE file was “played” back through the 
setting-less protection for the transformer. The results were recorded into another 
COMTRADE file. The output file includes the following data: (a) the actual 
measurements, (b) the estimated states of the transformer, (c) the estimated values of the 
actual measurements, (d) the normalized measurement residuals, i.e. difference between 
the actual measurements and the estimated values of the actual measurements divided by 
the meter accuracy (meter standard deviation of measurement error) and (e) the relay 
decision (trip/non-trip). Graphs of the input COMTRADE file data and the output 
CONTRADE file data are provided in the report 
"IR_SettingLessProtection_Transformers.docx" for each of the events listed above. Here 
we provide an example of these graphs. Specifically, Figure 9.3 illustrates the estimated 
values of across and through measurements and the trip/non-trip decision (i.e., the 
confidence level). Note that this event includes an internal fault for 0.05 seconds. Note 
the relay tripped for the internal fault.  
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Execution Time: For this event, the execution time of the state estimation at each set of 
data was measured and reported in Figure 9.3. Note that average execution time for each 
state estimation process is around 5ms. This value is to be compared with the sampling 
rate of the data acquisition system of the relay. For a sampling rate of 4 ks/s the state 
estimation is called 2,000 times per second. This means that the data for the state 
estimation are coming in one set per 0.5ms. Therefore the state estimation is performed in 
greater time that the period between two successive sets of data. The objective is to 
perform the analytics of the setting-less protection in less than 50% of the time between 
two successive sets of data. Therefore, we should reduce the processing time by 
upgrading hardware and by optimizing the codes. Furthermore, since the transformer 
model has quadratic nonlinear terms, the Jacobian matrix H is updated every iteration 
during dynamic state estimation and the inverse of the information matrix (i.e., HTWH) is 
computed every iteration. The information matrix includes linear and quadratic terms; the 
linear terms should be computed only once and only the quadratic terms should be 
updated each iteration – this will speed up the algorithm considerable. 
 

 
 

Figure 9.3 Result of an Example Test System with Internal Fault 

 

9.2 Setting-less Relay Description 
 
This section describes the overall implementation of the setting-less protective relay. The 
architecture of this relay is shown in Figure 6.1. Note that the relay requires the model of 
the zone to be protected and the actual (physical) measurements from the data acquisition 
system. The model must be provided in the SCAQCF syntax which is defined in this 
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document. Then the remaining analytics are automatically constructed and executed. 
These are: the pointers that provide the interrelationship of the actual measurements to 
the zone model, the creation of the measurement models for the actual, virtual, derived 
and pseudo measurements, the dynamic state estimation, the bad data detection and 
identification and the protection logic. 
 
Note that the data acquisition system is continuously streaming measurement into the 
relay with a specific rate. Typical rates are 2,000 to 5,000 samples per second. As it will 
be seen later, the model of the component to be protected is derived in the SCAQCF by 
using the quadratic integration. The SCAQCF model is expressed in terms of the values 
of the various variables at two consecutive time instances (two consecutive samples) and 
past history samples. This means that the analytics of the setting-less relay operate on 
samples of two consecutive time instances. This is illustrated in Figure 9.4. The samples 
(measurements) at the two consecutive time instances t and (t-ts) are used. Note that ts 
defines the sampling period. For the typical sampling rates referenced above the mining 
sampling period will be 200 microseconds (5,000 samples per second). This means that 
the analytics of the setting-less relay must be performed within the time interval of 400 
microseconds (before the next set of data arrive). Obviously, there should be a margin. 
For this reason the goal for the setting-less relay is to perform the analytics in time less 
than 200 microseconds. Numerical experiments have been performed and the 
performance is documented in this report. 
 

 
 

Figure 9.4 Illustration of Time Samples Utilized at each iteration  
of the Setting-less Relay Analytics 
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9.3 Three Phase Transformer Model 
 
This section describes the transformer model. In this section, we present the final 
SCAQCF model of the three-phase, two-winding, variable-tap, and saturable-core 
transformer as follows: 
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The derivation of the transformer model is documented in Appendix 3. 
 
For three-phase, delta-wye transformer (n = 5), there are 68 states (34 for time step t and 
34 for intermediate time step tm) as listed in Table 9.1. 
 

Table 9.1 All State Variables of the Three-Phase Transformer (n = 5) 

State Type Time Description 

x1 = va(t) External t Phase-a terminal voltage at the primary side 

x2 = vb(t) External t Phase-b terminal voltage at the primary side 

x3 = vc(t) External t Phase-c terminal voltage at the primary side 

x4 = vA(t) External t Phase-A terminal voltage at the secondary side 

x5 = vB(t) External t Phase-B terminal voltage at the secondary side 

x6 = vC(t) External t Phase-C terminal voltage at the secondary side 

x7 = vN(t) External t Neutral terminal voltage at the secondary side 

x8 = imA(t) Internal t Magnetizing current at the primary-side, phase-a coil 

x9 = eA(t) Internal t Phase-a winding voltage at the primary side 

x10 = λA(t) Internal t Magnetic flux linkage at the phase-a core 

x11 = i1LA(t) Internal t Phase-a terminal current at the primary side 

x12 = i3LA(t) Internal t Phase-A terminal current at the secondary side 

x13 = y1A(t) Internal t Additional state for the nonlinear term at phase a 

x14 = y2A(t) Internal t Additional state for the nonlinear term at phase a 

x15 = y3A(t) Internal t Additional state for the nonlinear term at phase a 

x16 = zA(t) Internal t Additional state for the nonlinear term at phase a 

x17 = imB(t) Internal t Magnetizing current at the primary-side, phase-b coil 

x18 = eB(t) Internal t Phase-b winding voltage at the primary side 

x19 = λB(t) Internal t Magnetic flux linkage at the phase-b core 
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State Type Time Description 

x20 = i1LB(t) Internal t Phase-b terminal current at the primary side 

x21 = i3LB(t) Internal t Phase-B terminal current at the secondary side 

x22 = y1B(t) Internal t Additional state for the nonlinear term at phase b 

x23 = y2B(t) Internal t Additional state for the nonlinear term at phase b 

x24 = y3B(t) Internal t Additional state for the nonlinear term at phase b 

x25 = zB(t) Internal t Additional state for the nonlinear term at phase b 

x26 = imC(t) Internal t Magnetizing current at the primary-side, phase-c coil 

x27 = eC(t) Internal t Phase-c winding voltage at the primary side 

x28 = λC(t) Internal t Magnetic flux linkage at the phase-c core 

x29 = i1LC(t) Internal t Phase-c terminal current at the primary side 

x30 = i3LC(t) Internal t Phase-C terminal current at the secondary side 

x31 = y1C(t) Internal t Additional state for the nonlinear term at phase c 

x32 = y2C(t) Internal t Additional state for the nonlinear term at phase c 

x33 = y3C(t) Internal t Additional state for the nonlinear term at phase c 

x34 = zC(t) Internal t Additional state for the nonlinear term at phase c 

x35 = va(tm) External tm Phase-a terminal voltage at the primary side 

x36 = vb(tm) External tm Phase-b terminal voltage at the primary side 

x37 = vc(tm) External tm Phase-c terminal voltage at the primary side 

x38 = vA(tm) External tm Phase-A terminal voltage at the secondary side 

x39 = vB(tm) External tm Phase-B terminal voltage at the secondary side 

x40 = vC(tm) External tm Phase-C terminal voltage at the secondary side 

x41 = vN(tm) External tm Neutral terminal voltage at the secondary side 

x42 = imA(tm) Internal tm Magnetizing current at the primary-side, phase-a coil 

x43 = eA(tm) Internal tm Phase-a winding voltage at the primary side 

x44 = λA(tm) Internal tm Magnetic flux linkage at the phase-a core 

x45 = i1LA(tm) Internal tm Phase-a terminal current at the primary side 

x46 = i3LA(tm) Internal tm Phase-A terminal current at the secondary side 
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State Type Time Description 

x47 = y1A(tm) Internal tm Additional state for the nonlinear term at phase a 

x48 = y2A(tm) Internal tm Additional state for the nonlinear term at phase a 

x49 = y3A(tm) Internal tm Additional state for the nonlinear term at phase a 

x50 = zA(tm) Internal tm Additional state for the nonlinear term at phase a 

x51 = imB(tm) Internal tm Magnetizing current at the primary-side, phase-b coil 

x52 = eB(tm) Internal tm Phase-b winding voltage at the primary side 

x53 = λB(tm) Internal tm Magnetic flux linkage at the phase-b core 

x54 = i1LB(tm) Internal tm Phase-b terminal current at the primary side 

x55 = i3LB(tm) Internal tm Phase-B terminal current at the secondary side 

x56 = y1B(tm) Internal tm Additional state for the nonlinear term at phase b 

x57 = y2B(tm) Internal tm Additional state for the nonlinear term at phase b 

x58 = y3B(tm) Internal tm Additional state for the nonlinear term at phase b 

x59 = zB(tm) Internal tm Additional state for the nonlinear term at phase b 

x60 = imC(tm) Internal tm Magnetizing current at the primary-side, phase-c coil 

x61 = eC(tm) Internal tm Phase-c winding voltage at the primary side 

x62 = λC(tm) Internal tm Magnetic flux linkage at the phase-c core 

x63 = i1LC(tm) Internal tm Phase-c terminal current at the primary side 

x64 = i3LC(tm) Internal tm Phase-C terminal current at the secondary side 

x65 = y1C(tm) Internal tm Additional state for the nonlinear term at phase c 

x66 = y2C(tm) Internal tm Additional state for the nonlinear term at phase c 

x67 = y3C(tm) Internal tm Additional state for the nonlinear term at phase c 

x68 = zC(tm) Internal tm Additional state for the nonlinear term at phase c 
 
The state variables of the delta-wye-connected, three-phase transformer are defined as 
follows: 
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9.4 Measurements Definition 
 
To implement the setting-less transformer protection, the following measurements are 
required: 
 
Actual measurements: six voltages at time t (phase a-N, phase b-N, phase c-N, phase A-
N, phase B-N, and phase C-N); seven currents at time t (phase a, phase b, phase c, phase 
A, phase B, phase C, and phase N); six voltages at time tm (phase a-N, phase b-N, phase 
c-N, phase A-N, phase B-N, and phase C-N); and seven currents at time tm (phase phase 
a, phase b, phase c, phase A, phase B, phase C, and phase N). Typically, it is assumed 
that these measurements have a measurement error with standard deviation equal to 
0.01pu. 
 
Virtual measurements: measurements with a value equal to zero at time t [8th- to 34th-
row in equation] and measurements with a value equal to zero at time tm [42th- to 68th-
row in equation]. These measurements represent the zero value on the left hand side of 
the 8th- to 34th-row and 42nd- to 68th-row in equation. Typically, it is assumed that 
these measurements have a measurement error with standard deviation equal to 0.01pu. 
 
Pseudo measurements: one voltage at time t (phase N-g) and one voltage at time tm 
(phase N-g). These measurements represent quantities that are normally not measured, 
such as ground voltage and current in the neutral. Typically, it is assumed that these 
measurements have a relatively large measurement error with standard deviation equal to 
0.1pu. 
 
Note that for this three-phase transformer, there are 26 actual measurements, 54 virtual 
measurements, and 2 pseudo measurements; there are a total of 82 measurements. It is 
noted that there are 68 states, and therefore, this provides a redundancy of 20.6% (i.e., 
(82-68)/68). 
 
All across, through, virtual and pseudo measurements that are used for the dynamic state 
estimator are listed in Table 9.2, Table 9.3, Table 9.4, and Table 9.5, respectively. Note 
that the scales of standard deviations are as follows: Vscaleh = 230, Vscalel = 115, 
Iscaleh = 0.4, and Iscalel = 0.8. 
 
It is important to point out that when two consecutive sampling points are imported, the 
first point becomes a measurement for the intermediate time tm, and the second point 
becomes a measurement for the current time t. 
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Table 9.2 Actual Across Measurements for the Three-Phase Transformer 

Type Name Measurement Model Standard Deviation 

Across voltage_aN z1 = va(t) – vN(t) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_bN z2 = vb(t) – vN(t) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_cN z3 = vc(t) – vN(t) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_AN z4 = vA(t) – vN(t) 
0.01 (p.u.) * 

Vscalel 

Across voltage_BN z5 = vB(t) – vN(t) 
0.01 (p.u.) * 

Vscalel 

Across voltage_CN z6 = vC(t) – vN(t) 
0.01 (p.u.) * 

Vscalel 

Across voltage_aNm z7 = va(tm) – vN(tm) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_bNm z8 = vb(tm) – vN(tm) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_cNm z9 = vc(tm) – vN(tm) 
0.01 (p.u.) * 

Vscaleh 

Across voltage_ANm z10 = vA(tm) – vN(tm) 
0.01 (p.u.) * 

Vscalel 

Across voltage_BNm z11 = vB(tm) – vN(tm) 
0.01 (p.u.) * 

Vscalel 

Across voltage_CNm z12 = vC(tm) – vN(tm) 
0.01 (p.u.) * 

Vscalel 
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Table 9.3 Actual Through Measurements for the Three-Phase Transformer 

Type Name Measurement Model Standard Deviation 

Through current_a z1 = ia(t) = 1st-row in equation 0.01 (p.u.) * Iscaleh 

Through current_b z2 = ib(t) = 2nd-row in equation  0.01 (p.u.) * Iscaleh 

Through current_c z3 = ic(t) = 3rd-row in equation  0.01 (p.u.) * Iscaleh 

Through current_A z4 = iA(t) = 4th-row in equation  0.01 (p.u.) * Iscalel 

Through current_B z5 = iB(t) = 5th-row in equation  0.01 (p.u.) * Iscalel 

Through current_C z6 = iC(t) = 6th-row in equation  0.01 (p.u.) * Iscalel 

Through current_N z7 = iN(t) = 7th-row in equation  0.01 (p.u.) * Iscalel 

Through current_am z8 = ia(tm) = 35th-row in equation  0.01 (p.u.) * Iscaleh 

Through current_bm z9 = ib(tm) = 36th-row in equation  0.01 (p.u.) * Iscaleh 

Through current_cm z10 = ic(tm) = 37th-row in equation  0.01 (p.u.) * Iscaleh 

Through current_Am z11 = iA(tm) = 38th-row in equation  0.01 (p.u.) * Iscalel 

Through current_Bm z12 = iB(tm) = 39th-row in equation  0.01 (p.u.) * Iscalel 

Through current_Cm z13 = iC(tm) = 40th-row in equation  0.01 (p.u.) * Iscalel 

Through current_Nm z14 = iN(tm) =41st-row in equation  0.01 (p.u.) * Iscalel 

 
 

Table 9.4 Virtual Measurements for the Three-Phase Transformer 

Type Name Measurement Model Standard Deviation 

Virtual virtual_t_1 z1 = 0 = 8th-row in equation  0.01 (p.u.) 

Virtual virtual_t_2 z2 = 0 = 9th-row in equation  0.01 (p.u.) 

Virtual virtual_t_3 z3 = 0 = 10th-row in equation 0.01 (p.u.) 

Virtual virtual_t_4 z4 = 0 = 11th-row in equation  0.01 (p.u.) 

Virtual virtual_t_5 z5 = 0 = 12th-row in equation  0.01 (p.u.) 
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Type Name Measurement Model Standard Deviation 

Virtual virtual_t_6 z6 = 0 = 13th-row in equation 0.01 (p.u.) 

Virtual virtual_t_7 z7 = 0 = 14th-row in equation 0.01 (p.u.) 

Virtual virtual_t_8 z8 = 0 = 15th-row in equation 0.01 (p.u.) 

Virtual virtual_t_9 z9 = 0 = 16th-row in equation 0.01 (p.u.) 

Virtual virtual_t_10 z10 = 0 = 17th-row in equation 0.01 (p.u.) 

Virtual virtual_t_11 z11 = 0 = 18th-row in equation 0.01 (p.u.) 

Virtual virtual_t_12 z12 = 0 = 19th-row in equation 0.01 (p.u.) 

Virtual virtual_t_13 z13 = 0 = 20th-row in equation 0.01 (p.u.) 

Virtual virtual_t_14 z14 = 0 = 21st-row in equation 0.01 (p.u.) 

Virtual virtual_t_15 z15 = 0 = 22nd-row in equation  0.01 (p.u.) 

Virtual virtual_t_16 z16 = 0 = 23rd-row in equation  0.01 (p.u.) 

Virtual virtual_t_17 z17 = 0 = 24th-row in equation 0.01 (p.u.) 

Virtual virtual_t_18 z18 = 0 = 25th-row in equation 0.01 (p.u.) 

Virtual virtual_t_19 z19 = 0 = 26st-row in equation 0.01 (p.u.) 

Virtual virtual_t_20 z20 = 0 = 27nd-row in equation  0.01 (p.u.) 

Virtual virtual_t_21 z21 = 0 = 28rd-row in equation  0.01 (p.u.) 

Virtual virtual_t_22 z22 = 0 = 29th-row in equation 0.01 (p.u.) 

Virtual virtual_t_23 z23 = 0 = 30th-row in equation 0.01 (p.u.) 

Virtual virtual_t_24 z24 = 0 = 31st-row in equation 0.01 (p.u.) 

Virtual virtual_t_25 z25 = 0 = 32nd-row in equation  0.01 (p.u.) 

Virtual virtual_t_26 z26 = 0 = 33rd-row in equation 0.01 (p.u.) 

Virtual virtual_t_27 z27 = 0 = 34th-row in equation  0.01 (p.u.) 
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Type Name Measurement Model Standard Deviation 

Virtual virtual_tm_1 z28 = 0 = 42nd-row in equation  0.01 (p.u.) 

Virtual virtual_tm_2 z29 = 0 = 43rd-row in equation  0.01 (p.u.) 

Virtual virtual_tm_3 z30 = 0 = 44th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_4 z31 = 0 = 45th-row in equation  0.01 (p.u.) 

Virtual virtual_tm_5 z32 = 0 = 46th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_6 z33 = 0 = 47th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_7 z34 = 0 = 48th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_8 z35 = 0 = 49th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_9 z36 = 0 = 50th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_10 z37 = 0 = 51st-row in equation 0.01 (p.u.) 

Virtual virtual_tm_11 z38 = 0 = 52nd-row in equation  0.01 (p.u.) 

Virtual virtual_tm_12 z39 = 0 = 53rd-row in equation 0.01 (p.u.) 

Virtual virtual_tm_13 z40 = 0 = 54th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_14 z41 = 0 = 55th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_15 z42 = 0 = 56th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_16 z43 = 0 = 57th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_17 z44 = 0 = 58th-row in equation  0.01 (p.u.) 

Virtual virtual_tm_18 z45 = 0 = 59th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_19 z46 = 0 = 60th-row in equation  0.01 (p.u.) 

Virtual virtual_tm_20 z47 = 0 = 61st-row in equation 0.01 (p.u.) 

Virtual virtual_tm_21 z48 = 0 = 62nd-row in equation  0.01 (p.u.) 

Virtual virtual_tm_22 z49 = 0 = 63rd-row in equation 0.01 (p.u.) 
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Type Name Measurement Model Standard Deviation 

Virtual virtual_tm_23 z50 = 0 = 64th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_24 z51 = 0 = 65th-row in equation 0.01 (p.u.) 

Virtual virtual_tm_25 z52 = 0 = 66th-row in equation  0.01 (p.u.) 

Virtual virtual_tm_26 z53 = 0 = 67th-row in equation  0.01 (p.u.) 

Virtual virtual_tm_27 z54 = 0 = 68th-row in equation 0.01 (p.u.) 

 
Table 9.5 Pseudo Measurements for the Three-Phase Transformer 

Type Name Measurement Model Standard Deviation 

Pseudo voltage_N z1 = 0 = vN(t) 0.1 (p.u.) * Vscalel 

Pseudo voltage_Nm z2 = 0 = vN(tm) 0.1 (p.u.) * Vscalel 

 
Note that if there is no actual through measurement for the neutral phase (i.e., phase N), 
pseudo measurements for the phase-N current can be added with a standard deviation of 
0.1 per unit. 
 
 

9.5 Creation of Measurement Models 
 
This section describes the creation of the mathematical models of the measurements. The 
proposed protection algorithm uses four types of measurements: across measurements, 
through measurements, virtual measurements, and pseudo measurements. It is important 
to point out that all measurements (e.g., z1, z2, ···, zm) can be expressed with the functions 
of state variables [e.g., h1(x), h2(x), ···, hm(x)] and measurement errors (e.g., η1, η2, ···, ηm), 
forming the following the measurement model: 
 
 η+= )(xhz   
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To facilitate forming the measurement model, each measurement is expressed as the 
following standard form: 
  

, , , , ,( , ) T i T i T i
m x m x m u m u m xu mY F Y F F C

     
     = + + + + +     
     
     

y x u x x x u u u x u
  

  

 

  
The following sub-sections describe how to formulate measurement models according to 
the type of measurements. 
 

9.5.1 Creation of Across Measurement Model 
The voltage measurement, which is a typical type of across measurements, measures 
voltage values across two points, thus forming the following measurement model: 
 
 mjimmm xxxhz ηη +−=+= )(   
 
where xi and xj refer to states corresponding to the measuring points. 
 

9.5.2 Creation of Through Measurement Model 
The current measurement, which is a typical type of through measurements, is the 
measured quantity of an electric current with directions. The measurement model of a 
current measurement can be derived from the device model, and therefore, the current 
measurement model at time t is one of rows of the following algebraic companion form: 
 
 )()()()()()()()( 1,3312311314313312311 tfhtyNhtvNtyYtvYtyYtvYti mm φφφφφφφφ +−−−−+++=3   
 
In fact, the current measurement model is expressed as follows: 
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k

mmm tixhz ηη φ +=+= 3 )()( )(   
 
where k indicates the k-th row of the vector, )(3 ti φ . 
 
Likewise, the current measurement model at the intermediate time (i.e., tm) is based on 
one of rows of the following algebraic companion form: 
 
 )()()()()()()()( 1,3332331334333332331 mmmm tfhtyNhtvNtyYtvYtyYtvYti φφφφφφφφ +−−−−+++=3   
 
In fact, the current measurement model is expressed as follows: 
 
 mm

k
mmm tixhz ηη φ +=+= 3 )()( )(   

 
where k indicates the k-th row of the vector, )(3 mti φ . 
 

9.5.3 Creation of Virtual Measurement Model 
 
Virtual measurements are intrinsic characteristics of a specific device, so they can be 
used for state estimation. Indeed, similar to the case of current measurements, the virtual 
measurement model can be induced from the device model. In detail, the following 
algebraic companion forms, which are parts of the device model, can become the 
measurement model: 
 
 )()()()()()()(0 2,3322321324323322321 tfhtyNhtvNtyYtvYtyYtvY mm φφφφφφφ +−−−−+++=   
 
 )()()()()()()(0 2,3342341344343342341 mmm tfhtyNhtvNtyYtvYtyYtvY φφφφφφφ +−−−−+++=   
 
The virtual measurement model is the following format: 
 
 mmm xhz η+== )(0   

 

9.5.4 Creation of Pseudo Measurement Model 
 
The proposed protection scheme of the three-phase transformer has pseudo measurements 
related to the neutral voltage at time t and tm. In this case, the pseudo measurement model 
has the following format: 
 
 mimmm xxhz ηη +=+== )(0   
 
where xi refer to a state that corresponds to the neutral voltage at time t or tm. 
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9.6 State Estimation 
 
The dynamic state estimation, which is used for the proposed protection method, is based 
on the weighted least squares method, which minimizes the sum of weighted residuals as 
follows: 
 

 )]([)]([ xhzWxhzJMin T −−=   

 
where J is the objective function, and W is the weight matrix. The diagonal entries of the 
weight matrix consist of the inverse of the squared standard deviations of measurements. 
 

 








= 22
2

2
1

1,,1,1

m

diagW
σσσ

   

 
where σm are the standard deviation of measurements. Eventually, the solution can be 
obtained by the Gauss-Newton iterative algorithm as follows: 
 

 ))(()( 11 zxhWHWHHxx iTTii −−= −+   

 
where H is Jacobian matrix of h(x), i means the i-th iteration, and HTWH is the 
information matrix. 
 

9.7 Protection Logic 
 
The entire protection logic is based on measurements obtained from the hardware (e.g., 
PMU, relay, CT, and PT) and the dynamic state estimator. Once the microprocessor gets 
the measurements from both sides of a transformer under protection, the dynamic state 
estimation runs according to the transformer SCAQCF model. Then, the chi-square of all 
the measurements is calculated to check whether all the actual values for measurements 
correspond to simulated values from the model. Also, the confidence level of the 
measurements will be calculated to determine whether the transformer is in a healthy 
status. If the confidence level drops to a low value for several cycles, then the 
measurements do not fit the model, thus the internal transformer model is incorrect, 
indicating an internal fault. As a result, the relay would activate breakers and trip the 
transformer immediately. Meanwhile, during the state estimation process, the operating 
limit is being monitored so that the transformer will be tripped once it violates the 
operating limit. 
 
The whole protection requires no setting for any protection equipment. Time 
synchronization is quite important for the protection scheme, otherwise the state 
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estimation cannot get the correct simulation results based on the incorrect measurements. 
In summary, fiber optics and GPS time alignment are two key technologies enabling this 
protection. 
 

9.8 Numerical Experiments 
 
The above described setting-less relay for transformers have been tested with simulated 
data. Specifically a test system was used to create a number of scenarios. For each 
scenario the system was simulated and the measurements of the relay were stored in a 
COMTRADE file. Figure 9.5 describes the overall approach for the feasibility test of the 
setting-less protection algorithm. 
 

 
 

Figure 9.5 Test Scheme for verifying the Proposed Protection Method 

 
To test the feasibility of the proposed protection method, a test system that includes a 
three-phase transformer under protection and an integrated system around the transformer 
is created as illustrated in Figure 9.6. The system consists of a 15kV-150MVA-rated 
generator, an 18kV-350MVA-rated generator, a 15kV-200MVA-rated generator, 
transformers, and transmission lines that connect load on each line. The three-phase 
transformer under protection is located at the middle of the entire system (see the red 
circle in Figure 9.6). Monitored are ten voltages and seven currents at both the terminals 
of the transformer. 
 

WinIGS
Setting-Less Protective Relay

Measurements
(COMTRADE)

Test Results
(COMTRADE)

Device Model
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Figure 9.6 Test System for the Setting-Less Protection 

 
The red area is the transformer zone being protected. As shown in the diagram, the 
measurements of voltages and currents on both sides are provided by PTs and CTs. 
 
In this test, the exponent n, which expresses nonlinear characteristics between the 
magnetizing current and the flux linkage of the transformer core, is five, and the 
transformer is delta-wye-connected. The settings of the transformer under protection are 
shown in Figure 9.7. 
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Figure 9.7 Settings of the Three-phase Transformer under Protection 

 
The actual parameters of the single-phase transformer model are given in Table 9.6; the 
parameters are identical to all phases of the transformer. 
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Table 9.6 Transformer Parameters (Identical at All Phases) 

Parameter Value Parameter Value 

r1 2.3805 Ω rc 158700 Ω 

L1 0.096822 H Lm 420.964824 H 

r2 0.198375 Ω i0 0.002050 

L2 0.008068 H λ0 0.862803 

N 0.288675   

 
 
Five sets of different measurement signals are illustrated and tested using the setting-less 
protection scheme: 
 

• Test Scenario 1: Normal operating condition 
• Test Scenario 2: Transformer energization (inrush current) 
• Test Scenario 3: Transformer overexcitation 
• Test Scenario 4: Through fault condition 
• Test Scenario 5: Internal fault condition 

 

9.8.1 Test Scenario 1 
 
For normal operating condition, the test system in Figure 9.6 is used. A set of 
measurement signals monitored during the normal operation condition is shown in the 
following figure: 
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Figure 9.8 Measurement Signals of the Transformer (Normal Operating Condition) 

g    g    

3.210 3.240 3.270 3.300

-188.1 k

-62.45 k

63.14 k

188.7 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-94.35 k

-31.48 k

31.39 k

94.26 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-397.5 

-133.3 

131.0 

395.2 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-805.3 

-268.0 

269.3 

806.6 Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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9.8.2 Test Scenario 2 
 
For transformer energization, the test system in Figure 9.6 is used. A set of measurement 
signals monitored during the energization is shown in the following figure: 
 

 
 

Figure 9.9 Measurement Signals of the Transformer (Transformer Energization) 

  

      

3.000 3.020 3.040 3.060

-353.3 k

-140.1 k

73.12 k

286.4 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-170.5 k

-57.67 k

55.14 k

167.9 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-1.015 k

-373.9 

267.6 

909.2 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-2.081 k

-856.4 

368.2 

1.593 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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9.8.3 Test Scenario 3 
 
For transformer overexcitation, the test system in Figure 9.6 is used. A set of 
measurement signals monitored during the overexcitation is shown in the following 
figure: 
 

 
 

Figure 9.10 Measurement Signals of the Transformer (Transformer Overexcitation) 

  

g    g    

3.060 3.080 3.100 3.120

-220.1 k

-73.53 k

73.01 k

219.6 k Voltage_XFMR1_AG (V)
Voltage_XFMR1_BG (V)
Voltage_XFMR1_CG (V)

-127.2 k

-45.87 k

35.44 k

116.7 k Voltage_XFMR2_AG (V)
Voltage_XFMR2_BG (V)
Voltage_XFMR2_CG (V)
Voltage_XFMR2_NG (V)

-643.6 

-258.4 

126.8 

512.0 Current_XFMR1_A (A)
Current_XFMR1_B (A)
Current_XFMR1_C (A)

-1.287 k

-506.4 

273.9 

1.054 k Current_XFMR2_A (A)
Current_XFMR2_B (A)
Current_XFMR2_C (A)
Current_XFMR2_N (A)
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9.8.4 Test Scenario 4 
 
For through fault condition, the test system in Figure 9.6 is used, but single-phase-to-
ground fault is given at a certain bus outside the transformer under protection. The fault 
lasts for 0.05 seconds, and then it is cleared. In Figure 9.11, the faulted location is marked 
with the red circle. 
 

 
 

Figure 9.11 Fault Location in the Test System (Through Fault Condition) 

 
A set of measurement signals monitored during the through fault condition is shown in 
the following figure. The single-phase-to-ground fault is given for 0.05 seconds, starting 
at 3.20 seconds. 
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Figure 9.12 Measurement Signals of the Transformer (Through Fault Condition) 

 

9.8.5 Test Scenario 5 
 
For internal fault condition, the test system in Figure 9.6 is used. The single-phase-to-
ground fault occurs at the phase-a terminal on the left side of the transformer for 0.05 
seconds, and then the fault is cleared. In Figure 9.13 the faulted location is marked with 
the red circle. 
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Figure 9.13 Fault Location in the Test System (Internal Fault Condition) 

 
A set of measurement signals monitored during the internal fault condition is shown in 
the following figure. To simulate the internal fault condition, the single-phase-to-ground 
fault is given inside the transformer (phase a) for 0.05 seconds, starting at 3.20 seconds. 
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Figure 9.14 Measurement Signals of the Transformer (Internal Fault Condition) 

 
Performance Results for Normal Operating Condition 
 
For the normal operating condition, the confidence level obtained by the developed 
dynamic state estimator shows the following figures. The result graph shows 100% 
confidence level all the time, which means that measurements are consistent with the 
model and there is no fault condition during the simulation. 
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Figure 9.15 Confidence Level of the DSE (Normal Operating Condition) 

 
Performance Results for Transformer Energization (Inrush Current) 
 
For the transformer energization, the confidence level obtained by the developed dynamic 
state estimator shows the following figures. The result graph shows 100% confidence 
level all the time, which means that measurements are consistent with the model and 
there is no fault condition during the simulation. 
 

 
 

Figure 9.16 Confidence Level of the DSE (Transformer Energization) 

 
Performance Results for Transformer Overexcitation 
 
For the transformer overexcitation, the confidence level obtained by the developed 
dynamic state estimator shows the following figures. The result graph shows 100% 
confidence level all the time, which means that measurements are consistent with the 
model and there is no fault condition during the simulation. 
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Figure 9.17 Confidence Level of the DSE (Transformer Overexcitation) 

 
Performance Results for Through Fault Condition 
 
For the through fault condition, the confidence level obtained by the developed dynamic 
state estimator shows the following figures. The result graph shows 100% confidence 
level all the time, which means that measurements are consistent with the model and 
there is no fault condition during the simulation. 
 

 
 

Figure 9.18 Confidence Level of the DSE (Through Fault Condition) 

 
Performance Results for Internal Fault Condition 
 
For the internal fault condition, the confidence level obtained by the developed dynamic 
state estimator shows the following figures. During most of the time, the confidence level 
is 100%, which means that measurements are consistent with the model. However, at 
time 0.2 second indicated by the red cycle, the confidence level drops to 0%, which 
means that an internal fault has occurred somewhere in the transformer. Then, the 
confidence level recovers 100% in 0.05s as the transformer returns to the normal 
operating condition. 
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Figure 9.19 Confidence Level of the DSE (Internal Fault Condition) 

Note that there is a specific duration in which the confidence level is zero, and therefore, 
it can be concluded that any internal faults have occurred in the transformer under 
protection during this period. 
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Appendix 1 Three Phase Capacitor Banks Model Derivation 

 
This section describes the three-phase capacitor banks model for the state estimation 
based setting-less protection. The SCAQCF model is derived in three parts: (a) the 
capacitor bank compact model, (b) the capacitor bank quadratized model, (c) the 
capacitor bank algebraic quadratic companion form model. 
 

A1.1 Compact Model Description 
 
The three phase capacitor banks compact model is presented in this session. 
 
The circuit model of the three phase capacitor bank is shown in Figure A1.1.  

( )nv t

( )av t ( )bv t ( )cv t

( )ai t ( )bi t ( )ci t

C C C

R

L g
( )Li t

 
Figure A1.1 Three Phase Capacitor Banks Compact Model 

The compact capacitor banks model is derived from this circuit and it is given with the 
following equations: 
 

( ) ( ( ) ( ))a a n
di t C v t v t
dt

= ⋅ −  

( ) ( ( ) ( ))b b n
di t C v t v t
dt

= ⋅ −  

( ) ( ( ) ( ))c c n
di t C v t v t
dt

= ⋅ −  
( )0 ( ) ( ( ) ( ) ( ) 3 ( ))L

n a b c n
di t dG v t G L C v t v t v t v t

dt dt
= ⋅ − ⋅ ⋅ − ⋅ + + − ⋅  
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( )0 ( ( ) ( ) ( ) 3 ( )) ( )L
a b c n L

di t dg L C v t v t v t v t i t
dt dt

= ⋅ ⋅ − ⋅ + + − ⋅ +  
 
In compact matrix form, the model is: 
 

( ) ( )( )
( ) ( )0 L L

v t v ti t dA B
i t i tdt
    

= ⋅ + ⋅    
     

 

 

where:  

( )
( )

( )
( ) ( ) ,   ( )

( )
( )

( )

a
a

b
b

c
c

n

v t
i t

v t
i t i t v t

v t
i t

v t

 
   
   = =   
    

 

 

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

,   B0 0 0 0 0 0 0 0
0 0 0 0 3
0 0 0 0 1 3

C C
C C

A C C
G C C C C GL

C C C C gL

−   
   −   
   = = −
   − − − −   
   − − −   

 

 
 

A1.2 Quadratized Model Description 
 
All the terms in the three phase capacitor bank model are linear and quadratic terms. 
Therefore the quadratized model is identical to the compact model. In compact matrix 
form, the model is: 
 

( ) ( )( )
( ) ( )0 L L

v t v ti t dA B
i t i tdt
    

= ⋅ + ⋅    
     

 

 

where:  

( )
( )

( )
( ) ( ) ,   ( )

( )
( )

( )

a
a

b
b

c
c

n

v t
i t

v t
i t i t v t

v t
i t

v t

 
   
   = =   
    

 

 

0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

,   B0 0 0 0 0 0 0 0
0 0 0 0 3
0 0 0 0 1 3

C C
C C

A C C
G C C C C GL

C C C C gL

−   
   −   
   = = −
   − − − −   
   − − −   
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A1.3 SCAQCF Model Description 
 
The state and control algebraic quadratic companion form model of the three phase 
capacitor bank model is derived after quadratic integration of the quadratized model with 
a time step h. The result is: (Note that there is no control variable in this model.) 
 
At time t , 

6 6( ) 4 ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))a a m a n a a ni t i t C v t v t i t h C v t h v t h
h h

= − ⋅ + ⋅ ⋅ − − − + ⋅ ⋅ − − −  
6 6( ) 4 ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))b b m b n b b ni t i t C v t v t i t h C v t h v t h
h h

= − ⋅ + ⋅ ⋅ − − − + ⋅ ⋅ − − −  
6 6( ) 4 ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))c c m c n c c ni t i t C v t v t i t h C v t h v t h
h h

= − ⋅ + ⋅ ⋅ − − − + ⋅ ⋅ − − −  
20 ( ) ( ) ( ( ) ( ( ) ( ) ( ) 3 ( )))

6 3

      ( ( ) ( ) ( ( ) ( ) ( ) 3 ( )))
6

n n m L a b c n

n L a b c n

h hG v t G v t G L i t C v t v t v t v t

h G v t h G L i t h C v t h v t h v t h v t h

= ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ + + − ⋅

+ ⋅ ⋅ − + ⋅ ⋅ − + ⋅ − + − + − − ⋅ −
 

20 ( ) ( ) ( ( ( ) ( ) ( ) 3 ( )) ( ))
6 3

      ( ( ) ( ( ) ( ) ( ) 3 ( )) ( ))
6

L L m a b c n L

L a b c n L

h hi t i t C v t v t v t v t g L i t

h i t h C v t h v t h v t h v t h g L i t h

= ⋅ + ⋅ − ⋅ + + − ⋅ − ⋅ ⋅

+ ⋅ − + ⋅ − + − + − − ⋅ − − ⋅ ⋅ −
 

 
At time mt , 

1 3 3 5( ) ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))
8 24a m a a m n m a a n

hi t i t C v t v t i t h C v t h v t h
h h

= ⋅ + ⋅ ⋅ − − ⋅ ⋅ − + ⋅ − − −  
1 3 3 5( ) ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))
8 24b m b b m n m b b n

hi t i t C v t v t i t h C v t h v t h
h h

= ⋅ + ⋅ ⋅ − − ⋅ ⋅ − + ⋅ − − −  
1 3 3 5( ) ( ) ( ( ) ( )) ( ( ) ( ( ) ( ))
8 24c m c c m n m c c n

hi t i t C v t v t i t h C v t h v t h
h h

= ⋅ + ⋅ ⋅ − − ⋅ ⋅ − + ⋅ − − −  

0 ( ) ( ) ( ( ) ( ( ) ( ) ( ) 3 ( )))
24 3

5      ( ( ) ( ) ( ( ) ( ) ( ) 3 ( )))
24

n n m L m a m b m c m n m

n L a b c n

h hG v t G v t G L i t C v t v t v t v t

h G v t h G L i t h C v t h v t h v t h v t h

= − ⋅ ⋅ + ⋅ ⋅ − ⋅ ⋅ + ⋅ + + − ⋅

+ ⋅ ⋅ − + ⋅ ⋅ − + ⋅ − + − + − − ⋅ −
 

0 ( ) ( ) ( ( ( ) ( ) ( ) 3 ( )) ( ))
24 3

5      ( ( ) ( ( ) ( ) ( ) 3 ( )) ( ))
24

L L m a m b m c m n m L m

L a b c n L

h hi t i t C v t v t v t v t g L i t

h i t h C v t h v t h v t h v t h g L i t h

= − ⋅ + ⋅ − ⋅ + + − ⋅ − ⋅ ⋅

+ ⋅ − + ⋅ − + − + − − ⋅ − − ⋅ ⋅ −
 

 
Based on the above equations, it is very easy to write all equations into the following 
SCAQCF standard syntax: 
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For three phase capacitor banks, there are 10 states (5 for time step t and 5 for 
intermediate time step tm).  
 
For time step t, the states are listed below.  
 
The states are defined as follows: 
 
External states: 
 
1. ( )av t : terminal voltage at phase A   (kV); 
2. ( )bv t : terminal voltage at phase B   (kV); 
3. ( )cv t : terminal voltage at phase C   (kV) 
 
Internal states: 
 
1. ( )nv t : terminal voltage at neutral point   (kV) 
2. ( )Li t : current through the inductance   (kA) 
 

For time step tm, the states are the same. 
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Appendix 2 Saturable Core Reactor Model Derivation 

 
This section describes the single phase saturable reactor model for the state estimation 
based setting-less protection. The AQCF model is derived in 3 parts: (a) the reactor 
compact model, (b) the saturable core reactor quadratized model, (c) the SCAQCF Model 
 

A2.1 Compact Model Description 
 
The circuit model of the single phase reactor is shown in Figure A2.1. Note that in Figure 
A2-1, gL is the conductance that models the core losses. In this section, “numerical 
stabilizers” have been included to eliminate possible numerical problems caused by the 
numerical integration rule. In Figure A2.1, gc is the conductance of the “stabilizer”. 
 

2 ( )i t

2 ( )V t

1 ( )i t

1 ( )V t

 
Figure A2.1 Single Phase Reactor Model 

 
In compact form the model becomes: 
 

𝑖1(𝑡) = 𝑖0 ∙ �
λ 1(𝑡)

λ 0

�
𝑛

∙ 𝑠𝑖𝑔𝑛 �λ 1(𝑡)� + (𝑔𝐿 + 𝑔𝐶) ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

𝑖2(𝑡) = −𝑖0 ∙ �
λ 1(𝑡)

λ 0

�
𝑛

∙ 𝑠𝑖𝑔𝑛 �λ 1(𝑡)� − (𝑔𝐿 + 𝑔𝐶) ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

0 =
𝑑 λ 1(𝑡)
𝑑𝑡

− 𝑣1(𝑡) + 𝑣2(𝑡) 
 
where the 𝑖0 is the current constant and λ 0is the flux constant.  
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A2.2 Quadratized Model Description 
 
In this proposed formulation there are no nonlinearities in the dynamic part of the model. 
That is, all nonlinearities can be moved to the algebraic part of the model by the 
introduction of additional appropriate state variables. Also note that the nonlinear 
equations are of degree no more than two (at most quadratic equations) which is also 
achieved by the introduction of additional appropriate state variables. Assumption (just 
for now): n is odd. (It will be removed in the future). 
 
The model is quadratized by introducing additional internal state variables, so that the n-
th exponent is replaced by equations of at most quadratic degree. Since the exact degree 
of nonlinearity is not known until the user specifies it, the model performs automatic 
quadratization of the equations. A special procedure is used, so that the model is 
quadratized using the minimum number of additional internal states. The methodology is 
based on expressing the exponent in binary form. The binary representation provides all 
the information about the number of new variables and equations that need to be 
introduced and about the form of the equations (products of new variables). As an 
example, the exponent n is defined to be 11 so that the n+1-th exponent is even, which 

makes the term �𝑠𝑖𝑔𝑛 �λ 𝑎(𝑡)��
𝑛+1

to be 1. Following this procedure the model is 
converted into the standard quadratized form: 
 

𝑖1(𝑡) =
𝑖0

�λ 0�
11 ∙ 𝑦5(𝑡) + (𝑔𝐿 + 𝑔𝐶) ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

𝑖2(𝑡) = −
𝑖0

�λ 0�
11 ∙ 𝑦5(𝑡) − (𝑔𝐿 + 𝑔𝐶) ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

0 =
𝑑 λ 1(𝑡)
𝑑𝑡

− 𝑣1(𝑡) + 𝑣2(𝑡) 

0 = 𝑦1(𝑡) − λ 1(𝑡)2 
0 = 𝑦2(𝑡) − 𝑦1(𝑡)2 
0 = 𝑦3(𝑡) − 𝑦2(𝑡)2 

0 = 𝑦4(𝑡) − 𝑦3(𝑡) ∙ 𝑦1(𝑡) 
0 = 𝑦5(𝑡) − 𝑦4(𝑡) ∙ λ 1(𝑡) 

 
Above equations are written in compact matrix form as: 

�𝑖(𝑡)
0
� = 𝑌𝑒𝑞 ∙ �

𝑣(𝑡)
𝑦(𝑡)� + 𝐵 ∙

𝑑
𝑑𝑡
∙ �𝑣

(𝑡)
𝑦(𝑡)� +

⎣
⎢
⎢
⎢
⎡[𝑣𝑇(𝑡) 𝑦𝑇(𝑡)] ∙ 𝐹𝑒𝑞1(8×8) ∙ �

𝑣(𝑡)
𝑦(𝑡)�

⋮

[𝑣𝑇(𝑡) 𝑦𝑇(𝑡)] ∙ 𝐹𝑒𝑞8(8×8) ∙ �
𝑣(𝑡)
𝑦(𝑡)�⎦

⎥
⎥
⎥
⎤
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where: 𝑖(𝑡) = �𝑖1
(𝑡)

𝑖2(𝑡)�, 𝑣(𝑡) = �𝑣1
(𝑡)

𝑣2(𝑡)�, 𝑦(𝑡) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡λ 1(𝑡)
𝑦1(𝑡)
𝑦2(𝑡)
𝑦3(𝑡)
𝑦4(𝑡)
𝑦5(𝑡) ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

0
11

0

0
11

0

0 0 0 0 0

0 0 0 0 0

1 1 0 0 0 0 0 0
0 0 0 1 0 0 0 0
0 0 0 0 1 0 0 0
0 0 0 0 0 1 0 0
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

L C L C

L C L C

eq

ig g g g

ig g g g

Y

λ

λ

 + − − 
 
 
− − + − 
 
 − =
 
 
 
 
 
 
  

 

 
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0

B

 
 
 
 
 
 =  
 
 
 
 
  

 

 
𝐹𝑒𝑞1 = ⋯ = 𝐹𝑒𝑞3 = 08×8 

𝐹𝑒𝑞4: 𝑓𝑒𝑞[3×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞5: 𝑓𝑒𝑞[4×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞6: 𝑓𝑒𝑞[5×5] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞7: 𝑓𝑒𝑞[6×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞8: 𝑓𝑒𝑞[7×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
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A2.3 SCAQCF Model Description 
 
For the setting-less protection algorithm the equations for the saturable core reactor must 
be written in the algebraic quadratic companion form. By integrating the quadratized 
equation using the quadratic integration method with a time step h, the saturable core 
reactors model is obtained in the following form： 
 
At time t, 
 

𝑖1(𝑡) =
𝑖0

�λ 0�
11 ∙ 𝑦5(𝑡) + 𝑔𝐿 ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

𝑖2(𝑡) = −
𝑖0

� 0�
11 ∙ 𝑦5(𝑡) − 𝑔𝐿 ∙ �𝑣1(𝑡) − 𝑣2(𝑡)� 

0 = λ 1(𝑡) − λ 1(𝑡 − ℎ) −
ℎ
6
�𝑣1(𝑡) − 𝑣2(𝑡)� −

2ℎ
3
�𝑣1(𝑡 𝑚) − 𝑣2(𝑡 𝑚)�

−
ℎ
6
�𝑣1(𝑡 − ℎ) − 𝑣2(𝑡 − ℎ)� 

0 = 𝑦1(𝑡) − λ 1(𝑡)2 
0 = 𝑦2(𝑡) − 𝑦1(𝑡)2 
0 = 𝑦3(𝑡) − 𝑦2(𝑡)2 

0 = 𝑦4(𝑡) − 𝑦3(𝑡) ∙ 𝑦1(𝑡) 
0 = 𝑦5(𝑡) − 𝑦4(𝑡) ∙ λ 1(𝑡) 

 
At time tm, 
 

𝑖1(𝑡 𝑚) =
𝑖0

�λ 0�
11 ∙ 𝑦5(𝑡 𝑚) + 𝑔𝐿 ∙ �𝑣1(𝑡 𝑚) − 𝑣2(𝑡 𝑚)� 

𝑖2(𝑡 𝑚) = −
𝑖0

� 0�
11 ∙ 𝑦5(𝑡 𝑚) − 𝑔𝐿 ∙ �𝑣1(𝑡 𝑚) − 𝑣2(𝑡 𝑚)� 

 

0 = λ 1(𝑡 𝑚) − λ 1(𝑡 − ℎ) +
ℎ

24
�𝑣1(𝑡) − 𝑣2(𝑡)� −

ℎ
3
�𝑣1(𝑡 𝑚) − 𝑣2(𝑡 𝑚)�

−
5ℎ
24

�𝑣1(𝑡 − ℎ) − 𝑣2(𝑡 − ℎ)� 

0 = 𝑦1(𝑡 𝑚) − λ 1(𝑡 𝑚)2 
0 = 𝑦2(𝑡 𝑚) − 𝑦1(𝑡 𝑚)2 
0 = 𝑦3(𝑡 𝑚) − 𝑦2(𝑡 𝑚)2 

0 = 𝑦4(𝑡 𝑚) − 𝑦3(𝑡 𝑚) ∙ 𝑦1(𝑡 𝑚) 
0 = 𝑦5(𝑡 𝑚) − 𝑦4(𝑡 𝑚) ∙ λ 1(𝑡 𝑚) 

 

λ

λ
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The algebraic quadratic companion form model of single phase reactor can be formulated 
as: 
 

�

𝑖(𝑡)
0

𝑖(𝑡𝑚)
0

� = 𝑌𝑒𝑞 ∙

⎣
⎢
⎢
⎡
𝑣(𝑡)
𝑦(𝑡)
𝑣(𝑡𝑚)
𝑦(𝑡𝑚)⎦

⎥
⎥
⎤

+

⎣
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎡

[𝑣𝑇(𝑡) 𝑦𝑇(𝑡) 𝑣𝑇(𝑡𝑚) 𝑦𝑇(𝑡𝑚)] ∙ 𝐹𝑒𝑞1(16×16) ∙

⎣
⎢
⎢
⎡
𝑣(𝑡)
𝑦(𝑡)
𝑣(𝑡𝑚)
𝑦(𝑡𝑚)⎦

⎥
⎥
⎤

⋮

[𝑣𝑇(𝑡) 𝑦𝑇(𝑡) 𝑣𝑇(𝑡𝑚) 𝑦𝑇(𝑡𝑚)] ∙ 𝐹𝑒𝑞16(16×16) ∙

⎣
⎢
⎢
⎡
𝑣(𝑡)
𝑦(𝑡)
𝑣(𝑡𝑚)
𝑦(𝑡𝑚)⎦

⎥
⎥
⎤

⎦
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎤

+ 𝐵 ∙ �𝑣
(𝑡 − ℎ)
𝑦(𝑡 − ℎ)� 

where: 

𝑖(𝑡) = �𝑖1
(𝑡)

𝑖2(𝑡)�, 𝑣(𝑡) = �𝑣1
(𝑡)

𝑣2(𝑡)�, 𝑣(𝑡 − ℎ) = �𝑣1
(𝑡 − ℎ)

𝑣2(𝑡 − ℎ)� , 𝑦(𝑡) =

⎣
⎢
⎢
⎢
⎢
⎢
⎡λ 1(𝑡)
𝑦1(𝑡)
𝑦2(𝑡)
𝑦3(𝑡)
𝑦4(𝑡)
𝑦5(𝑡) ⎦

⎥
⎥
⎥
⎥
⎥
⎤

 

𝑦(𝑡 − ℎ) = �λ 1(𝑡 − ℎ)�, 
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0
11

0

0
11

0

0
11

0

0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0

2 21 0 0 0 0 0 0 0 0 0 0 0
6 6 3 3

0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0 0 0 0 0

L L

L L

eq

L L

L L

ig g

ig g

h h h h

Y
ig g

g g

λ

λ

λ

−

− −

− −

=
−

− − 0
11

0

0 0 0 0 0 0 1 0 0 0 0 0
24 24 3 3
0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

i

h h h h
λ

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 − − 
 
 
 
 
 
 
 
  

 

 

𝐵16𝑋3 =

⎣
⎢
⎢
⎢
⎡

02𝑋3
𝐵1(1𝑋3)

07𝑋3
𝐵2(1𝑋3)

05𝑋3 ⎦
⎥
⎥
⎥
⎤

 

 

1 1
6 6
h hB  = − −  

 

2
5 5 1
24 24
h hB  = − −  
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𝐹𝑒𝑞1 = ⋯ = 𝐹𝑒𝑞3 = 016×16 
𝐹𝑒𝑞4: 𝑓𝑒𝑞[3×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞5: 𝑓𝑒𝑞[4×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞6: 𝑓𝑒𝑞[5×5] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞7: 𝑓𝑒𝑞[6×4] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞8: 𝑓𝑒𝑞[7×3] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 

 
 
 

𝐹𝑒𝑞9 = ⋯ = 𝐹𝑒𝑞11 = 016×16 
𝐹𝑒𝑞12: 𝑓𝑒𝑞[11×11] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞13: 𝑓𝑒𝑞[12×12] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞14: 𝑓𝑒𝑞[13×13] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞15: 𝑓𝑒𝑞[14×12] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
𝐹𝑒𝑞16: 𝑓𝑒𝑞[15×11] = −1, 𝑜𝑡ℎ𝑒𝑟 𝑒𝑙𝑒𝑚𝑒𝑛𝑡𝑠 𝑎𝑟𝑒 0 
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Appendix 3 Transformer Model Derivation 

This appendix describes the three-phase, two-winding, variable-tap, and saturable-core 
transformer. The development proceeds as follows: first, the basic mathematical model of 
the single-phase transformer model is presented as a compact model. Subsequently, the 
model is quadratized and then integrated with the quadratic integration method. The 
resulting model of the quadratic integration, referred to as the SCAQCF model, is cast 
into the standard syntax. Finally, three single-phase models are integrated into one 
SCAQCF model of the three-phase transformer. 
 
The transformer under protection contains non-linear characteristics between the 
magnetizing current and the flux linkage of the transformer core, which is described by 
the following polynomial function with high degrees: 
 

))(()()(
0

0 tsigntiti
n

m λ
λ
λ

=   

 
where im(t) is the magnetizing current, λ(t) the magnetic flux linkage, i0 and λ0 constants, 
sign() a sign function, and n an exponent. 
 

A3.1 Single-Phase Transformer Compact Model Description 
 
To derive device model of the three-phase transformer, at first, we need to derive state 
space equations for the single-phase model. For this purpose, the equivalent circuit for 
the practical single-phase transformer is described in Figure A3.1. The loss in the primary 
winding occurs at the resistance r1 in series with the primary winding. Similarly, the 
resistance r2 accounts for the loss in the secondary winding. Two inductances, L1 and L2, 
represent the magnetic flux leakage of the primary and secondary winding, respectively. 
The shunt core resistance rc characterizes the core loss, and both the shunt inductance Lm 
and the magnetizing current im(t) represent the reactive power loss in the magnetizing 
core. 
 

 
 

Figure A3.1 Single-phase Transformer Model under Protection 

v1(t)

v2(t)

v3(t)

v4(t)

r1 L1 r2 L2

rc Lm e(t) Ne(t)
+

–

+

–

i1(t) = i1L(t)

i2(t) i4(t)

im(t)
i3(t) = i3L(t)

1:N
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Circuit analysis can describe the single-phase transformer model, yielding the following 
equations: 
 
 )()( 11 titi L=  (A3.1) 
 
 0)()( 21 =+ titi  (A3.2) 
 
 )()( 33 titi L=  (A3.3) 
 
 0)()( 43 =+ titi  (A3.4) 
 
 )()()()( 31 tetirtiNrtir mccc +=+  (A3.5) 
 

 
5

0
0

)()( 







=

λ
λ titim  (A3.6) 

 

 )()()()()( 111121 teti
dt
dLtirtvtv LL ++=−  (A3.7) 

 

 )()()()()( 323243 tNeti
dt
dLtirtvtv LL ++=−  (A3.8) 

 

 )()( t
dt
dte λ=  (A3.9) 

 
Above equations can be rearranged as follows: 
 
 )()( 11 titi L=  (A3.10) 
 
 0)()( 21 =+ titi  (A3.11) 
 
 )()( 33 titi L=  (A3.12) 
 
 0)()( 43 =+ titi  (A3.13) 
 
 )()()()( 31 tetirtiNrtir mccc +=+  (A3.14) 
 

 
5

0
0

)()(0 







−=

λ
λ titim  (A3.15) 
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 )()()()()( 111121 teti
dt
dLtirtvtv LL ++=−  (A3.16) 

 

 )()()()()( 323243 tNeti
dt
dLtirtvtv LL ++=−  (A3.17) 

 

 )()(0 t
dt
dte λ−=  (A3.18) 

 
Based on the above equations, state variables can be determined as follows: 
 
 [ ]T

LLm titittetitvtvtvtvts )(),(),(),(),(),(),(),(),()( 3143211 λφ =  (A3.19) 
 
where )(1 ts φ  is the vector of state variables without introducing additional state variables 
for nonlinear terms. However, the high-order nonlinear term in equation (A3.15) needs to 
be quadratized into several non-linear terms whose order is at most two, thereby 
introducing additional state variables and equations. 
 

A3.2 Single-Phase Transformer Quadratized Model Description 
 
The single-phase transformer model is non-linear. Therefore, the model should be 
quadratized by introducing additional state variables. The final quadratized model, for an 
exponent n = 5, is provided below. Note that only the 10th, 11th, and 12th equations are 
quadratic. 
 
 )()( 11 titi L=  (A3.1) 
 
 0)()( 21 =+ titi  (A3.2) 
 
 )()( 33 titi L=  (A3.3) 
 
 0)()( 43 =+ titi  (A3.4) 
 
 )()()()( 31 tetirtiNrtir mccc +=+  (A3.5) 
 
 )()(0 tztim −=  (A3.6) 
 

 )()()()()(0 111121 ti
dt
dLtirtetvtv LL −−−−=  (A3.7) 
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 )()()()()(0 323243 ti
dt
dLtirteNtvtv LL −−⋅−−=  (A3.8) 

 

 )()(0 t
dt
dte λ−=  (A3.9) 

 

 
2

0
1

)()(0 







−=

λ
λ tty  (A3.10) 

 
 2

12 )()(0 tyty −=  (A3.11) 
 

 
0

23
)()()(0

λ
λ ttyty ⋅−=  (A3.12) 

 
 )()(0 30 tztyi +−=  (A3.13) 
 
The state of the single-phase transformer is defined as follows: 
 
 [ ]T

LLm tztytytytitittetitvtvtvtvtx )(),(),(),(),(),(),(),(),(),(),(),(),()( 3213143211 λφ =  (A3.14) 
 
where )(1 tx φ  is the vector of state variables with quadratized, sing-phase transformer 
model. The equations that describe the single-phase transformer can be written simply in 
the algebraic companion form (ACF) as follows: 
 

 )()()()( 131211 tftx
dt
dXtxXtiX ++⋅=⋅ φφφ  (A3.15) 
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where 
 
 [ ]Ttititititi 0,0,0,0,0,0,0,0,0),(),(),(),()( 43211 =φ  (A3.17) 
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 [ ]( )0,0,0,0,0,0,0,0,0,0,0,0,013921 diagQQQQ =====   (A3.21) 
 
 ( )[ ]( )0,0,0,0,0,0,/1,0,0,0,0,0,0 2

010 λ−= diagQ  (A3.22) 
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  [ ]( )0,0,0,1,0,0,0,0,0,0,0,0,011 −= diagQ  (A3.23) 
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Equation (A3.15) can be solved for  )(1 ti φ  using row operations, eventually being 
rearranged as follows: 
 

 )()()()( 111 tftx
dt
dBtxAti ++⋅= φφφ  (A3.25) 

 
where 
 
 2XYA ⋅=  (A3.26) 
 
 3XYB ⋅=  (A3.27) 
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A3.3 Single-Phase Transformer SCAQCF Model Description 
 
To derive the SCAQCF of the single-phase transformer model, the differential equations 
in equation (A3.25) should be integrated using the quadratic integration method with the 
integration time step, h. Note that in equation (A3.25), only the seventh-, eighth-, and 
ninth-row equations, which are the differential equations, (A3.7), (A3.8), and (A3.9), 
have differential terms, so they should be integrated quadratically. As a result, the AQCF 
of the single-phase transformer is obtained as follows: 
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where 
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Al is the first six rows of the matrix A, A2 is the 7th to 9th rows of the matrix A, A3 is the 
10th to 13th rows of the matrix A, and B2 is the 7th to 9th rows of matrix B. 
 

A3.4 Three-Phase Transformer SCAQCF Model Description 
 
The AQCF of the three-phase, delta-wye-connected transformer can be derived by 
integrating three AQCFs of the single-phase transformer model as shown in Figure A3.2. 
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Figure A3.2 Delta-wye Connection of Three Single-phase Transformers 

 
In order to integrate three SCAQCFs, the pointers of the single-phase SCAQCF need to 
be re-assigned to those of three-phase SCAQCF. Figure A3.3 shows the pointer mapping 
of external and internal states between single-phase SCAQCF and three-phase, delta-wye 
connected SCAQCF: 

 
 

Figure A3.3 Delta-wye Connection Indices (Quadratic) 
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The device matrices L and N, which are described in the single-phase SCAQCF, (A3.1), 
are integrated based on the following algorithm, thereby providing the integrated matrices 
Yeq and Neq. 
 
 For PHASE = 1:3 
  For I = 1:26 
   K1 = POINTERPHASE (I) 
   For J = 1:26 
    K2 = POINTERPHASE (J) 
    Yeq(K1,K2) = Yeq(K1,K2) + L(I,J) 
   End 
   For  J = 1:13 
    K2 = POINTERPHASE (J) 
    Neq(K1,K2) = Neq(K1,K2) + N(I,J) 
   End 
  End 
 End 
 
Here, PHASE is the index for each single-phase transformer. POINTER is changed 
according to the terminal to which each single-phase transformer is connected. They are 
shown in Table A3.1 or instance, POINTER1(3) is 4. 
 

Table A3.1 Pointer Elements for Delta-Wye Connection 
Single-Phase Transformer        Pointer Elements (POINTERPHASE) 

PHASE = 1 1, 3, 4, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 
35, 37, 38, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50 

PHASE = 2 2, 1, 5, 7, 17, 18, 19, 20, 21, 22, 23, 24, 25, 
36, 35, 39, 41, 51, 52, 53, 54, 55, 56, 57, 58, 59 

PHASE = 3 3, 2, 6, 7, 26, 27, 28, 29, 30, 31, 32, 33, 34, 
37, 36, 40, 41, 60, 61, 62, 63, 64, 65, 66, 67, 68 

 
As a result of integrating three SCAQCFs, three-phase transformer SCAQCF model can 
be obtained as follows: 
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where 
 
 T

NCBAcba titititititititi )](),(),(),(),(),(),([)(3 =φ  (A3.2) 
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