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Executive Summary 
Quantitative reliability indices are important to utility companies, vendors, and regulators for 
planning, operation, maintenance, and regulatory purposes. System reliability evaluation 
methodologies have been mostly focusing on the current-carrying part which is called physical 
part in this report and the cyber part is assumed to be perfectly reliable in these evaluations. As a 
part of the efforts to make the grid smarter, the cyber part has been rapidly expanding. The term 
“cyber” refers to the devices and activities residing in the secondary side of the power system, 
associated with the functionalities of measurement, control, monitoring, and protection. The 
overall power system is also referred to as a “cyber-physical power system”, in which the 
communication networks and power components are interdependent. The cyber-physical 
interdependencies exist extensively in power systems at all levels and associate with various 
aspects. The main focus of this work is to investigate this cyber-physical interdependence and 
develop methods for evaluation of reliability considering this mutual relationship. There are three 
sections in this report. Part I is concerned with modeling of interdependence between cyber and 
physical at the composite system level and Part II is focused at the distribution level. During the 
course of these investigations we also developed a new efficient algorithm for approximating 
failure frequency with provable guarantees that can be used both for the physical and cyber parts 
and this is described in Part III. 
 
Part I. Reliability Modeling and Analysis of Cyber Enabled Power Transmission Systems 
Information and Communication Technologies (ICTs) are becoming more pervasive in electric 
power systems to improve system control, protection, monitoring, and data processing capabilities. 
Generally the ICT technologies are assumed to be perfectly reliable in the process of composite 
power system reliability evaluation. The failure of these technologies, however, can widen the 
scope and impact of the failures in the current carrying part. This assumption may thus have 
significant effect on the reliability indices calculated and result in too optimistic reliability 
evaluation. For realistic reliability evaluation, it is necessary to consider ICT failures and their 
impact on composite power systems. 
 
We have extended the scope of bulk power system reliability modeling and analysis with the 
consideration of cyber elements. Analysis of composite power system together with the cyber part 
can become computationally challenging. A novel computationally tractable methodology with 
the use of Cyber-Physical Interface Matrix (CPIM) is proposed and demonstrated. The CPIM 
decouples the analysis of cyber system from the evaluation of the physical system and provides 
the means of performing the overall analysis in a manageable fashion. 
 
Using the concept of Cyber-Physical Interface Matrix (CPIM), we perform reliability modeling 
and analysis at the substation level. We have enhanced the substation model with consideration of 
cyber-link failures.  In an attempt to use a non-sequential MCS for dependent failures induced by 
the cyber failures, we investigate the major difficulties of applying conventional non-sequential 
sampling methods to generating appropriate state space in the presence of dependent failures and 
propose a method to overcome these difficulties.  
 
Part II. Reliability Assessment and Modeling of Cyber Enabled Power Distribution Systems  
The distribution system reliability evaluation in presence of cyber system is modeled and analyzed 
in this work. The primary focus of this work has two directions:  



 
a) Distribution System Reliability Evaluation  

This part focuses on developing a reliability evaluation technique that is scalable and could be 
utilized in multi system framework. The proposed model utilizes failure modes and effects analysis 
and reduces computational complexity using branch and node information of the network. Load 
point based model is used to preserve topology information and include cyber network in the next 
part.  
 

b) Cyber-Power System based Reliability Modeling and Analysis  
This part focuses on incorporating the properties of cyber – physical systems to develop a 
reliability evaluation model. Two types of cyber failures (i) cyber unavailability and (ii) cyber-
attacks are considered in this work to determine system reliability. Fault detector and automated 
switch placement as considered as example applications in this work.  
 
Part III. An Efficient Algorithm for Approximating Failure Frequency with Provable 
Guarantees  
In this work, we consider the problem of approximating the failure frequency of large-scale 
composite systems whose terminals are connected through components that experience random 
failure and repair processes over time. At any given time, a system failure occurs if the surviving 
system fails to have all-terminal connectivity. We assume that each component’s up-times and 
down-times are modeled by statistically independent stationary random processes, and these 
processes are statistically independent across the components. In this setting, the exact 
computation of failure frequency is known to be computationally intractable (NP-hard). This work, 
for the first time, provides a polynomial-time algorithm to approximate the failure frequency with 
high probability within an arbitrary multiplicative error factor using near-minimum cut sets. 
Moreover, our numerical results show that not only is the proposed method computationally more 
efficient than the commonly-used bounding technique, but it also has a superior performance in 
terms of the accuracy of the approximation. 
 
Principal Outcomes 
1. Developed a reliability evaluation methodology for composite power systems using Cyber-

Physical Interface Matrix (CPIM) and Consequent Events Matrix (CEM) that decouple the 
analysis of cyber from the physical part. 

 
2. Illustration of the methodology on an extended standard reliability test system for system-wide 

reliability analysis. 
 
3. A non-sequential Monte Carlo approach for systems having dependent failures induced by 

cyber failures. 
 
4. A new approach to calculation of frequency of failure using cut sets.  
 
5. A new algorithm for reliability evaluation of radial distribution networks. New analytical 

model based on physical characteristics of distribution system paves the way for new reliability 
model developments in the presence of cyber enabled devices 

 



6. Identification of ways emerging cyber enabled devices and logics put power system at risk. 
These vulnerabilities are categorized into unavailability of data and cyber security threats.  

 
7. Investigation of the necessity of updating the traditional reliability models to incorporate cyber 

enabled logic. The developed model leads to more accurate and realistic reliability indices at 
distribution feeder level.  

 
8. Common mode failures are introduced as a potential vulnerability in cyber enabled power 

distribution network as multiple devices can fail due to a common cause.   
 
9. The proposed probabilistic model is incorporated into a traditional power distribution network 

planning problem to illustrate the effectiveness of the developed model. 
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1. Introduction 

The quantitative reliability indices of bulk power systems are important to utility 
companies, vendors, and regulators for planning, operation, maintenance, and regulatory 
purposes.  Studies of bulk power system reliability evaluation have been mostly focusing 
on the current-carrying part.  The pertinent theories and methodologies are well 
established and documented [1]-[3]. 

Information and Communication Technologies (ICTs) are widely deployed in electric 
power systems to improve system control, protection, monitoring, and data processing 
capabilities.  ICT functionalities are generally assumed to be perfectly reliable in the 
process of composite power system reliability evaluation.  This assumption may have 
significant effect on the reliability indices calculated and result in too optimistic reliability 
evaluation.  For realistic reliability evaluation, it is necessary to consider ICT failures and 
their impact on composite power systems. 

This research aims at extending the scope of bulk power system reliability modeling and 
analysis with the consideration of cyber elements.  In particular, a novel methodology with 
the use of Cyber-Physical Interface Matrix (CPIM) is proposed and demonstrated.  The 
CPIM decouples the analysis of the cyber system from the evaluation of the physical 
system and provides means of performing the overall analysis in a tractable fashion. 

In this part of the report, the term “cyber” refers to the devices and activities residing in 
the secondary side of the power system, associated with the functionalities of 
measurement, control, monitoring, and protection.  The term “physical” refers to the 
equipment and activities in the primary side of the power system, associated with the 
generation, transmission, and distribution of electric power and energy.  A whole power 
system is also referred to as a “cyber-physical power system”, in which the communication 
networks and power components are interdependent [4]-[6].  The cyber-physical 
interdependencies exist extensively in power systems and associate with various aspects. 
This research focuses on the aspect of protection as a facet to study such interdependencies 
since protection system hidden failures are recognized as common causes of multiple or 
cascading outages [7]-[10]. 

A protection system consists of circuit breakers, current and voltage transformers, 
communication cables, protective relays, and possibly some auxiliary devices [11]-[13]. 
With the advent of microprocessor-based relays and the rapid progress of communication 
technologies, modern protection panels are equipped with multifunctional Intelligent 
Electronic Devices (IEDs) that are connected to communication networks [14]-[17]. 
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Some studies [8], [10], [18]-[22] have been done to consider protection system failures in 
composite power system reliability evaluation. In most of the previous work, protection 
system failures were either concentrated on circuit breaker trip mechanisms [10], [18] or 
represented abstractly by multistate models [8], [19]-[22], in which the protection system 
was treated as a compact object.  Some important technical details inside the protection 
system, such as the placement of cyber elements (e.g., CT/PTs, MUs, and IEDs) and their 
wire connections, were absent in those publications.  Due to the absence of such details, 
the interdependencies between cyber elements and physical components were not 
sufficiently covered.  It is necessary to develop a novel reliability evaluation methodology 
which not only covers such technical details, but is also scalable for applications in large 
cyber-physical power systems.  Furthermore, non-sequential Monte Carlo methods are 
typically easier to implement and require much less CPU time and memory as compared 
to sequential methods [3], [23], [24]. It would be beneficial for the application of 
developed methodology in large systems if the efficiency is further improved with the use 
of non-sequential techniques. 

The remainder of this part of the report is organized as follows:  Section 2 proposes a 
novel methodology with the use of Cyber-Physical Interface Matrix (CPIM) and performs 
reliability modeling and analysis at the substation level. Section 3 enhances the substation 
model with consideration of cyber-link failures.  Section 4 enhances and implements the 
proposed methodology on an extended standard reliability test system to obtain system-
wide reliability indices.  Section 5 researches the major difficulties of applying 
conventional non-sequential sampling methods to generating appropriate state space in the 
presence of dependent failures and proposes a method to overcome these difficulties.  The 
conclusions and outlook are given in Section 6. References are attached at the end. 



 

3 

 

2. Substation Level Reliability Modeling and Analysis∗ 

2.1 Introduction 

The electric power substations are vital nodes among electric power generation, 
transmission, and distribution systems.  In recent years, utilities, vendors, and research 
institutions have paid close attention to the reliability of substation automation systems 
(SASs) since the failure or malfunctioning of a SAS may have a huge impact on a power 
system. 

The electric power SAS was designed in the past using control and protection schemes 
with electro-mechanical and hard-wired relay logic [15].  This architecture has undergone 
significant changes with the advent of multi-functional microprocessor-based Intelligent 
Electronic Devices (IEDs).  Traditional panels with dedicated stand-alone relays, control 
switches, meters, and status indicators have been replaced by multi-functional, smart, and 
communicative IEDs [16]. 

IEC 61850, the international standard for substation automation, provides interoperability 
between IEDs from different vendors by standardizing the aspects of the information 
exchange between them [25].  The vision of IEC 61850 series is to define an interoperable 
communication system, which facilitates the implementation of functions that are 
distributed among various IEDs from different vendors [15]. 

Some progress has been made recently in the reliability evaluation of substation 
automation systems.  In [26], reliability indices have been investigated and selected to 
identify the critical components in an all-digital protection system.  The challenges for 
implementing IEC 61850 based new communication architecture were discussed and 
some possible solutions to several major implementation issues were suggested in [27].  
In [28], the reliability block diagram approach was used to evaluate the reliability and 
availability of practical Ethernet switch architectures for the SASs. 

However, most of the previous publications focused on either the physical components 
(e.g., transformers, circuit breakers, and transmission lines) or the cyber part separately. 
In [29], the cyber and physical parts of a SAS were integratively analyzed, but different 
bays were analyzed separately at a conceptual level, which may not be always true in 

                                                 

∗ Part of this section is reprinted from copyrighted material with permission from IEEE. 
 2014 IEEE. Reprinted, with permission, from Hangtian Lei, Chanan Singh, and Alex 
Sprintson, “Reliability Modeling and Analysis of IEC 61850-based Substation 
Protection Systems,” IEEE Trans. Smart Grid, vol. 5, no. 5, pp. 2194-2202, Sep. 2014. 



 

4 

 

practice.  To overcome this shortcoming, a specific cyber-physical system of a typical 
substation is designed and analyzed using the methodology proposed in this section. 
Furthermore, the concept of Cyber-Physical Interface Matrix (CPIM) is introduced and its 
utility is illustrated.  The CPIM depicts the inter-dependencies among the failures of 
different physical components due to various cyber failure modes.  It decouples the 
analysis of the cyber part from the physical part and provides the means of performing the 
overall analysis in a computationally tractable way. 

The remainder of this section is organized as follows:  In Section 2.2, the overall 
architecture and main components of the IEC 61850-based SAS are described, a typical 
IEC 61850 based substation layout, including both physical and cyber parts, is presented. 
In Section 2.3, a general technique for cyber-physical system reliability analysis is 
presented, the detailed analysis for a substation is performed, and the CPIM is obtained. 
The utilization of the interface matrix is then illustrated by incorporating this substation 
into a composite power system. Section 2.4 is the summary of Section 2. 

 

2.2 Protection Systems Using IEC 61850 

2.2.1 IEC 61850 Hierarchy and Architecture 

A typical architecture of the IEC 61850 based SAS, which consists of three levels, is 
shown in Figure 1. 

Control 
IED

Protection 
IED

Protection 
IED

Control 
IED

Protection 
IED

Control 
IED

MU MU

Router HMI

Control Center

Process Level

Bay Level

Station Level

Process Bus

Station Bus

SCADA

 

Figure 1. Typical architecture of an IEC 61850 based substation automation system. 
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Process level:  This level includes Current Transformers (CTs) / Potential Transformers 
(PTs), Merging Units (MUs), actuators, etc.  The voltage and currents signals acquired by 
CTs / PTs are digitized by MUs and sent over the Ethernet network to the bay level. 

Bay level:  This level includes microprocessor-based relays (also known as protection 
IEDs) and bay controllers (control IEDs).  Protection IEDs receive information coming 
from the process level, conduct elaborate calculations and send decision signals over the 
Ethernet network. 

Station level:  Station level includes the Human Machine Interface (HMI) and Supervisory 
Control and Data Acquisition (SCADA) system.  At this level, the status data of various 
components in the substation are available to operators for monitoring and operation 
purposes.  Operators can also issue signals at this level to perform certain kinds of manual 
control. 

Process bus:  The process bus enables the time critical communication between the process 
level and the bay level, which builds a bridge for voltage and currents information going 
from MUs to protection IEDs, and for trip signals going the opposite direction. 

Station bus:  The station bus enables information exchange between the bay level and 
station level, which makes the status data of the entire substation available to the control 
center for monitoring and operation purposes. 

2.2.2 IEC 61850 Based Protection System Layout and Configuration 

An IEC 61850-based protection system for a typical 230-69 kV substation is designed for 
the reliability analysis.  The integrated system, including physical components (e.g., 
transformers, transmission lines, and circuit breakers) and cyber components (e.g., 
merging units, Ethernet switches, and Prot. IEDs), is shown in Figure 2.  The physical part 
has been used in [30] to illustrate the protection zones and schemes.  The cyber part is 
designed according to IEC 61850 standards [31]. 
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Figure 2. An IEC 61850 based protection system for a 230-69 kV substation. 
 

The primary protection zones associated with various fault locations and the 
corresponding circuit breakers needed to trip for fault clearances are listed in Table 1. 

The MTTF [32] values of individual components for reliability calculations are obtained 
from [15], [28], [33]-[35] and tabulated in Table 2. 
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Table 1 Substation protection zone division 
 

Type Fault Location Associated Circuit Breakers 

Line 

A Breaker 1 

B Breaker 2 

I Breaker 9 

J Breaker 10 

Transformer 
E Breakers 4, 6 

F Breakers 5, 7 

Bus 

C Breakers 1, 3, 4 

D Breakers 2, 3, 5 

G Breakers 6, 8, 9 

H Breakers 7, 8, 10 

 

The MTTF varies for CBs at different voltage levels, or serving different functions in the 
system [35], for the study in this section, a typical value of 100 years is chosen.  Using 
MRT of 8 hours from [15] and [28], the failure and repair rates of individual components 
are tabulated in Table 2. 

 
Table 2 Reliability data for individual components 

 

 MTTF (year) Failure Rate λ (/year) MRT (h) Repair Rate µ (/year) 

CB 100 0.01 8 1095 

MU 150 0.00667 8 1095 

PB 100 0.01 8 1095 

ES 50 0.02 8 1095 

Prot. IED 150 0.00667 8 1095 
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For convenience of analysis, the ES and protection IEDs located at the same protection 
panel are combined into one line protection unit.  Normally, for each protection unit, 
redundant protection IEDs are equipped, hence, in the reliability block diagram shown in 
Figure 3, both the protection IEDs are shown in parallel, and then in series with the ES. 
The reliability data after combination is shown in Table 3. 

 

Prot. IED 1

Prot. IED 2

ES

 

Figure 3. The reliability block diagram of the line protection unit. 
 

Table 3 Reliability data for protection units 
 

 Failure Rate λ (/year) Mean Repair Time (h) Repair Rate µ (/year) 

Line Protection Unit 0.02000008 7.99998 1095.002 

Transformer Protection Unit 0.02000008 7.99998 1095.002 

Bus Protection Unit 0.02000008 7.99998 1095.002 

 

2.3 Reliability Analysis of the Integrated System 

2.3.1 A General Technique for Reliability Analysis of Cyber-Physical Systems 

The complexity and dimensionality of substation automation systems make it difficult, if 
not impossible, to conduct the reliability analysis of the whole system, physical and cyber, 
in a single step.  Even for the current carrying part alone, it is not computationally efficient 
to model all the components distinctly and simultaneously.  Therefore, it is necessary to 
perform the analysis sequentially. 

Our proposed approach is formulated with the following steps: 

1) Develop an interface matrix between the cyber and physical subsystems. This 
matrix is called Cyber-Physical Interface Matrix (CPIM). It defines the 
relationship between the cyber subsystems and physical subsystems in terms 
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of failure modes and effects. In developing this matrix, the major interaction 
points between the cyber and physical part need to be identified. 

2) Analyze the cyber part to determine parameters of the interface matrix. 
3) Determine probabilities of interface events. 
4) Analyze the physical system using the interface matrix. 

An example of the Cyber-Physical Interface Matrix M is shown in (2.1).  The elements of 
this matrix are the probabilities of interface events.  In the following sections, the 
reliability analysis for the system shown in Figure 2 will be presented to illustrate the 
procedures of obtaining these probabilities. 

 

M = �

𝑝𝑝1,1 𝑝𝑝1,2
𝑝𝑝2,1 𝑝𝑝2,2

⋯
𝑝𝑝1,𝑛𝑛
𝑝𝑝2,𝑛𝑛

⋮ ⋱ ⋮
𝑝𝑝𝑚𝑚,1 𝑝𝑝𝑚𝑚,2 ⋯ 𝑝𝑝𝑚𝑚,𝑛𝑛

�         (2.1) 

 

2.3.2 Individual Component Analysis 

For each component (except the process bus) listed in Table 2, only two states, UP and 
DOWN, are considered in our study as shown in Figure 4. 

UP DOWN

λ 

μ  

Figure 4. The states diagram for an individual component. 
 

The probabilities of being in the UP and DOWN states can be calculated using equations 
(2.2) and (2.3), respectively. 

µλ
µ
+

=upp              (2.2) 

µλ
λ
+

=downp                        (2.3) 
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The calculated probabilities for Circuit Breaker (CB), Merging Unit (MU), Line 
Protection Unit, Transformer Protection Unit, and Bus Protection Unit are tabulated in 
Table 4. 

In an ideal environment that utilizes non-blocking switches and has prioritization 
mechanisms, the time of delay is negligibly small.  However, in practice, delays might 
occur due to the use of legacy technology, such as bus Ethernet, which is still used in some 
substations, or due to the use of wireless technology. 

 
Table 4 Probability data for individual components 

 

Component pup pdown 

Circuit Breaker (CB) 0.999990867 0.000009132 

Merging Unit (MU) 0.999993912 0.000006088 

Line Protection Unit 0.999981735 0.000018265 

Transformer Protection Unit 0.999981735 0.000018265 

Bus Protection Unit 0.999981735 0.000018265 

 

Compared with fiber-optic communication, wireless communication technologies are 
more economically feasible for small-scale automation systems in rural areas.  In wireless 
environments, the delays can be quite large due to the electromagnetic interference in high 
voltage environments.  Meanwhile, the radio frequency interference from wireless 
equipment can also affect the functioning of equipment [36], and Generic Object Oriented 
Substation Event (GOOSE) packets might be occasionally dropped by the network due to 
errors.  Therefore, there is some finite probability that delay may happen in the network. 
Taking into account this probability, delay is modeled as a state of the process bus.  Of 
course, the delay probability can be set to zero, if needed. 

The state DELAY means that due to the temporarily heavy traffic, the process bus does 
not physically fail, but the message transfer is delayed and the delay time is over the 
threshold value that causes the breakers associated with the primary protection zone fail 
to trip in time.  The probability of delay given that the PB is not in the DOWN state is 
denoted by pd (=0.003).  The state transition diagram of the PB is shown in Figure 5. 
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UP
DOWN

λ 

μ 
DELAY

 

Figure 5. The states diagram of the process bus. 
 

Thus, for the Process Bus (PB), the probabilities of being in the UP, DELAY, and DOWN 
states can be calculated using equations (2.4)-(2.6). 

)1( dup pp −
+

=
µλ

µ
                                                                                      (2.4) 

ddelay pp
µλ

µ
+

=                                                                                              (2.5) 

µλ
λ
+

=downp                                                                                                 (2.6) 

The reliability analysis of line, transformer, and bus fault clearances for the substation 
shown in Figure 2 are discussed in sections 2.3.3, 2.3.4, and 2.3.5, respectively. 

Several assumptions are made: 

1) The cable links between various devices and all the CT/PTs are assumed not 
to fail. 

2) If the breaker(s) for the primary protection fail to trip correctly due to the 
message delay or due to the failure of the components other than the process 
bus, the trip signal can be transferred to an adjacent protection zone. However, 
if the process bus fails, the entire system is assumed to fail. 

3) If the primary protection fails to trip correctly and the trip signal is transferred 
to an adjacent protection zone, the subsequent failure of the trip, is not 
considered. 

4) The fault events happening in different areas (e.g., areas A, E, and C) are 
analyzed independently.  The possibility that faults occur simultaneously at 
different locations is not considered. 

5) If the message delay at the process bus is beyond a threshold value, the 
breaker(s) for the primary protection will fail to trip and the trip signal will be 
transferred to an adjacent protection zone. 
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2.3.3 Reliability Analysis of Line Fault Clearance 

As shown in Figure 2, line faults can happen in areas A, B, I, or J. Here, the line fault at 
area A is taken as an example for illustration.  The same techniques can be applied to faults 
at B, I, or J. 

When a line fault happens at A, the voltage/current information will be sensed by PT/CTs 
and will be sent to MU1.  The information will be digitized at MU1 and then be sent to 
Line Protection Unit via the PB. Based on the information received, relay algorithms will 
be performed at the Line Protection Unit and a trip signal will be sent to Circuit Breaker 
1 via the PB.  There are 4 components associated with this procedure, namely, MU1, PB, 
Line Protection Unit, and CB1.  One or more components’ failure will result in 
malfunction. The detailed descriptions of different scenarios are listed as below. 

1) All components operate as intended 

If all aforementioned components operate as intended, CB1 will trip in time, and only the 
faulted line will be isolated.  The rest of the substation will stay in service. 

2) PB fails to work 

Since PB is the hub of all the cyber links inside the substation, the failure of PB will cause 
all the relays to be unable to receive or send information.  All breakers will fail to trip and 
the entire system will be affected by the fault. 

3) One or more components of MU1, Line Protection Unit, CB1 fail to operate 

CB1 will not trip at first.  When the fault comes to affect area C, bus protection will be 
triggered and CB1, CB3, CB4 will trip. Areas A and C will be out of service. 

4) PB is in UP state, but message delay happens due to temporarily heavy 
information traffic 

In this case, the tripping signal will not arrive at CB1 in time and thus CB1 will not trip 
before the breaker failure timer expires, bus protection for area C will then be triggered 
and CB1, CB3, CB4 will trip. 

The probabilities and effects corresponding to each case are shown in Table 5.  These 
probabilities are conditional and are calculated given that a fault has already happened at 
location A.  To obtain the actual probabilities, they need to be multiplied by the probability 
of this fault occurrence. 
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Table 5 Summary of scenarios of the line fault clearance at A 
 

Scenario No. Probability Areas Affected 

1 0.996957511 A 

2 0.000009132 Entire Substation 

3 0.000033384 A, C 

4 0.002999973 A, C 

 

 

Table 6 Summary of scenarios of the line fault clearance at B 
 

Areas Affected Probability 

B 0.996957511 

Entire Substation 0.000009132 

B, D 0.003033357 

 

 

Table 7 Summary of scenarios of the line fault clearance at I 
 

Areas Affected Probability 

I 0.996957511 

Entire Substation 0.000009132 

G, I 0.003033357 
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Table 8 Summary of scenarios of the line fault clearance at J 
 

Areas Affected Probability 

J 0.996957511 

Entire Substation 0.000009132 

H, J 0.003033357 

 

Similarly, the probabilities and effects of line fault clearances at locations B, I, and J are 
shown in Tables 6-8, respectively. 

 

2.3.4 Reliability Analysis of Transformer Fault Clearance 

As shown in Figure 2, a transformer winding/ground fault can happen at areas E or F. 
Here, the transformer fault at E is taken as an example for illustration.  The same 
techniques can be applied to faults at F. 

When a transformer fault happens at E, the voltage/current information will be sensed by 
corresponding PT/CTs and will be sent to MU4 and MU6.  The information will be 
digitized at these merging units and then will be sent to Transformer Protection Unit via 
the PB.  Based on the information received, relay algorithms will be performed at 
Transformer Protection Unit and trip signals will be sent to CB4 and CB6 via the PB. 
There are 6 components associated with this procedure, namely, MU4, MU6, PB, 
Transformer Protection Unit, CB4, and CB6.  One or more components’ failure will result 
in malfunction. The detailed descriptions of different scenarios are listed as below. 

1) All components operate as intended 

If all aforementioned components operate as intended, CB4 and CB6 will trip as intended, 
only the faulted part E will be isolated and the rest of this substation will stay in service. 

2) PB fails to work 

Since PB is the hub of all the cyber links inside the substation, the failure of PB will cause 
all the relays to be unable to receive or send information, all breakers will fail to trip, and 
the entire system will be affected by this fault. 
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3) One or more components of MU4, CB4 fail, while all other components work 
as intended 

CB6 will trip as intended, but CB4 will not.  When the fault affects area C, the bus 
protection will be triggered and CB1 and CB3 will trip.  Areas C and E will be out of 
service. 

4) One or more components of MU6, CB6 fail, while all other components work 
as intended 

CB4 will trip as intended, but CB6 will not.  When the fault affects area G, the bus 
protection will be triggered, and CB8 and CB9 will trip. Areas E, G and I will be out of 
service. 

5) Both CB4 and CB6 fail to trip due to breakers failure or PB delay, or failure 
of Transformer Protection Unit, but PB is not down 

When the fault comes to affect areas C and G, protection devices of these zones will be 
triggered.  Areas C, E, G, and I will be isolated from the system. 

The probabilities and effects corresponding to each scenario are shown in Table 9.  These 
probabilities are calculated given that a fault has already happened at location E.  The 
actual probabilities need to be multiplied by the probability of this fault occurrence. 

 
Table 9 Summary of scenarios of the transformer fault clearance at E 

  
Scenario No. Probability Areas Affected 

1 0.996942336 E 

2 0.000009132 Entire Substation 

3 0.000015174 C, E 

4 0.000015174 E, G, I 

5 0.003018182 C, E, G, I 

 

Similarly, the probabilities and effects of a transformer fault clearance at location F are 
shown in Table 10. 

 



 

16 

 

Table 10 Summary of scenarios of the transformer fault clearance at F 
 

Areas Affected Probability 

F 0.996942336 

Entire Substation 0.000009132 

D, F 0.000015174 

F, H, J 0.000015174 

D, F, H, J 0.003018182 

 

2.3.5 Reliability Analysis of Bus Fault Clearance 

A bus fault can happen at locations C, D, G, or H.  Here, the bus fault at C is taken as an 
example for illustration.  The same techniques can be applied to faults at D, G, and H. 

When a bus fault happens at C, the voltage/current information will be sensed by the 
corresponding PT/CTs, and will be sent to MU1, MU3, and MU4.  The information will 
be digitized at these merging units, and then will be sent to Bus Protection Unit via the 
Process Bus.  Based on the information received, relay algorithms will be performed at 
the Bus Protection Unit and trip signals will be sent to CB1, CB3, and CB4 via the PB. 
There are 8 components associated with this procedure, namely, MU1, MU3, MU4, PB, 
Bus Protection Unit, CB1, CB3, and CB4. One or more components’ failure will result in 
malfunction.  The detailed descriptions of different scenarios are listed as below. 

1) All components operate as intended 

If all components operate as intended, CB1, CB3, and CB4 will trip as intended, only the 
faulted bus will be cut off, and the rest of this substation will stay in service. 

2) PB fails to work 

Since PB is the hub of all the cyber links inside the substation, the failure of PB will cause 
all the relays to be unable to receive or send information, all breakers will fail to trip, and 
the entire system will be affected by this fault. 

3) One or more components of MU1, CB1 fail, while all other components work 
as intended 
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CB3 and CB4 will trip as intended, but CB1 will not.  When the fault comes to affect area 
A, the breaker located at the substation on the other side of this line will trip.  Areas A and 
C will go out of service. 

4) One or more components of MU3, CB3 fail, while all other components work 
as intended 

CB1, CB4 will trip as intended, but CB3 will not.  When the fault comes to affect area D, 
the bus protection for D will be triggered and CB2 and CB5 will trip.  Buses C and D will 
be out of service. 

5) One or more components of MU4, CB4 fail, while all other components work 
as intended 

CB1 and CB3 will trip as intended, but CB4 will not.  When the fault affects area E, the 
transformer protection will be triggered and CB6 will trip.  Bus C and transformer E will 
be out of service. 

6) One or more components of MU1, CB1 fail and one or more components of 
MU3, CB3 fail, while all other components work as intended 

Both CB1 and CB3 will not trip.  When the fault comes to affect areas A and D, the 
protection IEDs for these zones will be triggered, CB2, CB5 as well as the breaker on the 
other side of line A will trip.  Areas A, C, and D will go out of service. 

7) One or more components of MU1, CB1 fail and one or more components of 
MU4, CB4 fail, while all other components work as intended 

Both CB1 and CB4 will not trip.  When the fault comes to affect areas A and E, the 
protection IEDs for these zones will be triggered, CB6 and the breaker on the other side 
of line A will trip.  Areas A, C, and E will be cut off from the system. 

8) One or more components of MU3, CB3 fail and one or more components of 
MU4, CB4 fail, while all other components work as intended 

Both CB3 and CB4 will not trip as intended.  When the fault comes to affect areas D and 
E, the protection IEDs for these zones will be triggered, CB2, CB5, and CB6 will trip. 
Areas C, D, and E will be cut off from the system. 

9) All of the CB1, CB3, and CB4 fail to trip due to breakers failure or PB delay 
or failure of Bus Protection Unit, but PB is not down 

When the fault comes to affect areas A, D and E, the protection IEDs for these zones will 
be triggered.  Areas A, C, D, and E will be isolated from the system. 
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Table 11 Summary of scenarios of the bus fault clearance at C 
 

Scenario No. Probability Affected Areas 

1 0.996927163 C 

2 0.000009132 Entire Substation 

3 0.000015174 A, C 

4 0.000015174 C, D 

5 0.000015174 C, E 

6 2.31*10-10 A, C, D 

7 2.31*10-10 A, C, E 

8 2.31*10-10 C, D, E 

9 0.003018182 A, C, D, E 

 

The probabilities and effects corresponding to all the scenarios are shown in Table 11. 
These probabilities are calculated given that a fault has already happened at location C. 
The actual probabilities need to be multiplied by the probability of this fault occurrence. 

Similarly, the probabilities and effects of bus fault clearances at locations D, G, and H are 
shown in Tables 12-14, respectively. 
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Table 12 Summary of scenarios of the bus fault clearance at D 

 
Affected Areas Probability 

D 0.996927163 

Entire Substation 0.000009132 

B, D 0.000015174 

C, D 0.000015174 

D, F 0.000015174 

B, C, D 2.31*10-10 

B, D, F 2.31*10-10 

C, D, F 2.31*10-10 

B, C, D, F 0.003018182 

 

 

Table 13 Summary of scenarios of the bus fault clearance at G 
 

Affected Areas Probability 

G 0.996927163 

Entire Substation 0.000009132 

G, I 0.000015174 

G, H 0.000015174 

E, G 0.000015174 

G, H, I 2.31*10-10 

E, G, I 2.31*10-10 

E, G, H 2.31*10-10 

E, G, H, I 0.003018182 
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Table 14 Summary of scenarios of the bus fault clearance at H 
 

Affected Areas Probability 

H 0.996927163 

Entire Substation 0.000009132 

H, J 0.000015174 

G, H 0.000015174 

F, H 0.000015174 

G, H, J 2.31*10-10 

F, H, J 2.31*10-10 

F, G, H 2.31*10-10 

F, G, H, J 0.003018182 

 

2.3.6 Construction and Utilization of Cyber-Physical Interface Matrix 

The Cyber-Physical Interface Matrix (CPIM) M can be obtained by synthesizing the data 
from Table 5 to Table 14.  The elements of this matrix are the probabilities of interface 
events. For the Cyber-Physical Interface Matrix (CPIM) M corresponding to the substation 
illustrated in previous sections, some elements are tabulated in Table 15.  The CPIM 
shown in Table 15 can be improved by eliminating the off-diagonal zeros to make it more 
compact.  Some examples of better developed CPIMs are presented in Section 4.4.1 of 
this part of the report. 

Table 15 Elements of matrix M 
 

 Column 1 Column 2 Column 3 … Column 58 

Row 1 0.996958 0 0 … 0 

Row 2 0 9.1*10-6 0 … 0 

Row 3 0 0 0.003033357 … 0 

… … … … … … 

Row 58 0 0 0 … 0.00301818 
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Once the CPIM is obtained, its results can be utilized for the reliability analysis of a wider 
area by incorporating this substation into a larger system without considering the details 
of the cyber part. 

To illustrate the utility of the interface matrix, the Monte Carlo simulation process for a 
composite system shown in Figure 6 is explained in the following example.  The 
simulation process is for illustration only.  Its specific implementation will be presented 
in section 4 of this part of the report. 

Since the CPIM, which depicts the inter-dependencies among the failures of different 
physical components due to various cyber failure modes, is already obtained, the 
simulation process can be performed without considering the details of the cyber part. 
Therefore, only the physical components are shown in Figure 6. All these components are 
numbered in Table 16. 

The next event sequential simulation [37], in which the time is advanced to the occurrence 
of the next event, is used.  For each individual component in this composite system, two 
states, UP and DOWN, are considered. 

The simulation process for the composite system can be formulated in the following steps: 

1) Step 1 

Set the initial state of all components as UP and set the simulation time t to 0. 
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Figure 6. A composite system consisting of a substation and other components. 
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Table 16 Components in the composite system 
 

Number Component Name 

1 Generator G1 

2 Generator G2 

3 Generator G3 

4 Generator G4 

5 Transformer M 

6 Transformer N 

7 Transformer O 

8 Transformer P 

9 Bus Q 

10 Bus R 

11 Line A 

12 Line B 

13 Bus C 

14 Bus D 

15 Transformer E 

16 Transformer F 

17 Bus G 

18 Bus H 

19 Line I 

20 Line J 

21 Bus K 

22 Bus L 
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2) Step 2 

For each individual component, draw a random decimal number between 0 and 1 to 
compute the time to the next event. 

In this section, the distributions of UP and DOWN times for all components are assumed 
to be exponential.  Let Nc be the total number of components, zi (0 < zi < 1, 1 ≤ i ≤ Nc) be 
the random number drawn for the ith component.  The time to the next transition of this 
component is given by: 

 

𝑇𝑇𝑖𝑖 = − 𝑙𝑙𝑙𝑙 (𝑧𝑧𝑖𝑖)
𝜌𝜌𝑖𝑖

                          (2.7) 

 

In (2.7), depending on whether the ith component is UP or DOWN, λi or µi is used in place 
of ρi. 

3) Step 3 

Find the minimum time, change the state of the corresponding component, and update the 
total time. 

The time to the next system transition is given by: 

 

𝑇𝑇 = min{𝑇𝑇𝑖𝑖} , 1 ≤ 𝑖𝑖 ≤ 𝑁𝑁𝑐𝑐                     (2.8) 

 

If this T corresponds to Tq, that is, the qth component, then the next transition takes place 
by the change of state of this component.  The total simulation time t is increased by T. 

4) Step 4 

Change the qth component’s state accordingly.  For each component i, 1 ≤ i ≤ Nc, subtract 
T from Ti 

 

𝑇𝑇𝑖𝑖,𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑇𝑇𝑖𝑖 − 𝑇𝑇                       (2.9) 

 

where Ti, res is the residual time to transition of component i.  The time Ti is updated to: 

𝑇𝑇𝑖𝑖 = 𝑇𝑇𝑖𝑖,𝑟𝑟𝑟𝑟𝑟𝑟                                (2.10) 
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Since the residual time for component q causing transition becomes 0, therefore, the time 
to its next transition Tq is determined by drawing a new random number and using (2.7). 

5) Step 5 

If the state of the qth component transits from UP to DOWN, which means a primary fault 
happens to this component, then the CPIM is used to determine if there are some 
subsequent failures causing more components out of service due to the cyber part’s 
malfunction. 

Let nq be the number of possible scenarios if a primary fault happens to the qth component, 
and pq, j (1 ≤ j ≤ nq) be the probability of the jth scenario given that a primary fault already 
happened at the qth component.  These probabilities are directly available from the CPIM. 
According to the analysis in sections 2.3.3-2.3.5, the following relationship exists: 

 

∑ 𝑝𝑝𝑞𝑞,𝑗𝑗
𝑛𝑛𝑞𝑞
𝑗𝑗=1 = 1                     (2.11) 

 

For the convenience of further illustration, a zero probability pq,0 is added to the left side 
of (2.11), which yields: 

 

∑ 𝑝𝑝𝑞𝑞,𝑗𝑗
𝑛𝑛𝑞𝑞
𝑗𝑗=0 = 1                     (2.12) 

 

Draw a random decimal number y (0 < y ≤ 1). Let s (1 ≤ s ≤ nq) be an integer which satisfies 
(2.13). 

 

∑ 𝑝𝑝𝑞𝑞,𝑗𝑗
𝑠𝑠−1
𝑗𝑗=0 < 𝑦𝑦 ≤ ∑ 𝑝𝑝𝑞𝑞,𝑗𝑗

𝑠𝑠
𝑗𝑗=0                     (2.13) 

 

Then the sth scenario is determined to happen.  Let S be the set of components that would 
go out of service if the sth scenario happens, and S2 be the set such that: 

 

𝑆𝑆2 = {𝑘𝑘|𝑘𝑘 ∈ 𝑆𝑆,𝑘𝑘 ≠ 𝑞𝑞}                      (2.14) 
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For every component k whose state is currently UP and in S2, change its state to DOWN, 
draw a new random number, and calculate the time to its next transition Tk using (2.7). 
Since the failure of component k is caused by the cyber failure rather than a primary fault, 
therefore, an expedited repair rate µk, exp instead of µk is used in (2.7).  The value of µk, exp 
is normally available from engineering practice and is called a switching rate. 

The following specific case is shown as an example to illustrate the details from step 3 to 
step 5.  For the system shown in Figure 6, in the first iteration of Monte Carlo simulation, 
if q = 11 is obtained in step 3, which means a primary fault happens at Line A, then T11 is 
updated in step 4. In step 5, from the CPIM shown in Table 15, n11 = 3, p11,1 = 0.996958, 
p11,2 = 9.1*10-6, and p11,3 = 0.003033357 can be obtained. 

If the random number y is generated to be 0.9177, as shown in Figure 7, then the 1st 
scenario is determined to happen, which means only Line A is going out of service. 
Thereby, S = {11} and S2 = {} can be obtained. 

If the random number y is generated to be 0.9987, also as shown in Figure 7, then the 3rd 
scenario is determined to happen, which means both Line A and Bus C would go out of 
service. S = {11, 13} and S2 = {13} can be obtained, a new random number z13 is generated 
and µ13, exp is used in (2.7) to calculate the time to its next transition T13. 
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Figure 7. An example of random number mapping. 
 

6) Step 6 

Perform the network power flow analysis to assess system operation states. Update 
reliability indices. 
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7) Convergence 

Steps 3–6 are iteratively continued until a convergence criterion is satisfied.  The 
simulation is said to have converged when the reliability indices attain stable values.  For 
any index i, the convergence is measured by its standard error, defined as: 

 

𝜂𝜂 = 𝜎𝜎𝑖𝑖
�𝑁𝑁𝑦𝑦

                                (2.15) 

 

where σi is the standard deviation of the index i and Ny is the number of years simulated. 

Convergence is said to occur when the standard error in (2.15) drops below a preselected 
value, εi, as shown in (2.16). 

 

𝜂𝜂 < 𝜀𝜀𝑖𝑖                                  (2.16) 

When the simulation finishes, reliability indices, such as the Loss of Load Expectation, 
can be finally obtained. 

 

2.4 Summary 

A novel methodology for modeling and analysis of cyber enabled substation protection 
systems is presented.  A typical protection system based on the IEC 61850 concepts, 
incorporating both physical and cyber components, is designed.  The probabilities of 
various faults and tripping scenarios are calculated.  General techniques for reliability 
analysis of cyber-physical systems are presented.  The concept of Cyber-Physical Interface 
Matrix (CPIM) is introduced and its utility is illustrated.  The CPIM decouples the analysis 
of the cyber part from the physical part and provides the means of performing the overall 
analysis of a composite system in a more tractable fashion. 

This methodology of finding the CPIM also applies to the reliability analysis of substation 
automation systems with more complex configuration and larger scale.  In such systems, 
more effort is needed in detailed analysis of various cyber failure modes as well as effects 
on the physical side. 
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3. Reliability Analysis of Modern Substations Considering Cyber-Link 
failures∗ 

3.1 Introduction 

This section enhances the substation protection system reliability model with the 
consideration of cyber-link failures.  

A substation protection system is a typical cyber-physical system. It consists of circuit 
breakers, current/potential transformers, merging units, and protection panels with 
intelligent electronic devices.  These components are connected in an Ethernet-based 
environment [38]-[41].  In recent years, numerous research efforts have been devoted to 
study of the reliability considerations and implementation issues of modern substation 
automation systems [28], [38]-[44]. 

Due to the complexity of monitoring, control, and communication functions as well as the 
variety of cyber-physical interdependencies, it is challenging to model and analyze the 
complete cyber-physical system with explicit technical details.  Therefore, most research 
work focuses either on the cyber part or on the physical part.  To cover the whole cyber-
physical system, it is necessary to divide the overall analysis into subsections and proceed 
sequentially.  A tractable methodology of performing the overall analysis by decoupling 
the cyber part from the physical part has been proposed in Section 2 [42] of this part of 
the report by introducing the concept, Cyber-Physical Interface Matrix (CPIM). 

The example provided in Section 2 is for the purpose of illustration and some technical 
details have been simplified in modeling the cyber network.  For example, the traffic delay 
is modeled as a state with a predefined probability value and the links in the 
communication network are assumed to never fail. 

This section applies the methodology proposed in Section 2 to a 4-bus power system with 
the consideration of more technical details in the cyber part.  Unlike some previous 
publications [38], [39] performing simulations to study the issue of packet delay, this 
section mathematically models delay as the unavailability of communication links.  The 
remainder of this section is organized as follows:   

                                                 

∗ Part of this section is reprinted from copyrighted material with permission from IEEE. 
 2015 IEEE. Reprinted, with permission, from Hangtian Lei, Chanan Singh, and Alex 
Sprintson, “Reliability Analysis of Modern Substations Considering Cyber link 
Failures,” in Proc. IEEE Power and Energy Society Innovative Smart Grid Technologies 
2015 Asian Conference, Bangkok, Thailand, Nov. 2015. 
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Section 3.2 presents the test system configuration and parameters.  The issue of link 
unavailability due to packet delay is also discussed and modeled in Section 3.2. Section 
3.3 outlines the overall procedures.  In Section 3.4, the results and discussions are 
provided. Section 3.5 is the summary of this section. 

 

3.2 System Configuration and Parameters 

To illustrate the interactions between cyber and physical components, the reliability of a 
4-bus power system with Ethernet-based protection configurations is analyzed in this 
section as an example.  The physical part of the system is taken from [45].  The cyber part 
is designed according to the typical configurations of modern substation protection 
systems. 

3.2.1 Configuration and Parameters of the Physical Part 

The physical part of the system shown in Figure 8 is as described in [45].  The load and 
generation capacities are tabulated in Table 17, of which the loads are directly obtained 
from [45].  The generation capacities at substations (buses) 1 and 4 are assumed to be 250 
MW and 300 MW, respectively.  This assumption is based on the consideration of a 10% 
capacity reserve for the whole system.  Compared to line faults, bus faults are relatively 
rare, and thus are not considered in the reliability analysis of this section. 
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G1

G4

Bus 1 Bus 2

Bus 3 Bus 4

50 MW 170 MW

200 MW 80 MW

250 MW

300 MW

Line 1

Line 2 Line 3

Line 4

Line 5 Line 6

Line 7 Line 8

Load Point 1 Load Point 2

Load Point 3 Load Point 4

 

Figure 8. The physical part of the test system. 
 

Table 17 Generation and load capacities 
 

Bus No. Generation Capacity (MW) Load Capacity (MW) 

1 250 50 

2 0 170 

3 0 200 

4 300 80 

Total 550 500 
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3.2.2   Configuration and Parameters of the Cyber Park 

The Ethernet-based protection system is designed for each substation (bus), as shown in 
Figure 9.  For the protection system at each substation, three Ethernet switches are used 
and they are connected in a ring topology.  Take substation 1 as an example, the cyber 
component names and their meanings are tabulated in Table 18. 
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ES 4-3

S4-L3 S4-L8 S4-L4

 

Figure 9. The integrated test system. 
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Table 18 Cyber component names and meanings 
 

Component Name Meaning 

MU 1-1 Merging Unit 1 at Substation 1 

MU 1-2 Merging Unit 2 at Substation 1 

MU 1-3 Merging Unit 3 at Substation 1 

ES 1-1 Ethernet Switch 1 at Substation 1 

ES 1-2 Ethernet Switch 2 at Substation 1 

ES 1-3 Ethernet Switch 3 at Substation 1 

S1-L5 Line 5 Protection Panel at Substation 1 

S1-L1 Line 1 Protection Panel at Substation 1 

S1-L2 Line 2 Protection Panel at Substation 1 

 

The circuit breaker reliability data for this section are based on the data from [28], [35]. 
The reliability data for merging units, Ethernet switches, and line protection panels are not 
widely available.  Based on [28], [33], [34], the failure rates and Mean Repair Times are 
tabulated in Table 19.  Components of the same category are assumed identical and 
therefore have the same reliability data.  In this section, the current and potential 
transformers are assumed to never fail. 

 

Table 19 Reliability data for components 
 

Component Failure Rate (/year) Mean Repair Time (h) 

Circuit Breaker 0.01 8 

Merging Unit 0.02 8 

Ethernet Switch 0.01 8 

Line Protection Panel 0.02 8 
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3.2.3  Link Failure in the Cyber Network 

Generally, there are two types of cyber link failures:  (a) A link is unavailable due to packet 
delay resulting from traffic congestion or queue failure; (b) A link is physically damaged. 
Failure type (b) is relatively rare and thus only failure type (a) is considered in this section. 

To illustrate how to model the cyber link unavailability, the cyber part of substation 1 is 
separated from the physical part and the cyber links are numbered from 1 to 21, as shown 
in Figure 10. 

MU
1-1

MU
1-3

MU
1-2ES 1-1 ES 1-2

ES 1-3

S1-L5 S1-L1 S1-L2

1

2

3
4

5

67

8 9

10
11

12

13

14

15

16

17

18
19

20

21

 

Figure 10. The cyber part of substation 1. 
 
In Figure 10, the traffic on links 10-21 is relatively light compared with other links. 
Therefore, links 10-21 are considered congestion free. 

Each link is bidirectional and each direction has a queue.  Consider a link i connecting 
components a and b.  The time it takes for a packet to travel from component a to b is a 
random variable denoted by ti.1.  For the reverse direction (from b to a), the random time 
is denoted by ti.2.  Depending on the arrival and departure stochastic processes associated 
with each queue on link i, the values of ti.1 and ti.2 follow some probability distribution 
functions. 

Consider the communication from component a to x.  We say this communication is 
unavailable if the time it takes on every possible path from a to x is greater than a 
predefined threshold delay value. 
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For example, consider the communication from MU 1-1 to S1-L1.  There are two possible 
paths, 1-8-4 and 1-7-9-4.  Assuming that all associated links are in forward directions, the 
probability of communication path failure is: 

 

𝑝𝑝𝑓𝑓𝑓𝑓𝑓𝑓𝑓𝑓 = Pr[(𝑡𝑡1.1 + 𝑡𝑡8.1 + 𝑡𝑡4.1 > 𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡)𝑎𝑎𝑎𝑎𝑎𝑎 (𝑡𝑡1.1 + 𝑡𝑡7.1 + 𝑡𝑡9.1 + 𝑡𝑡4.1 > 𝑇𝑇𝑡𝑡𝑡𝑡𝑡𝑡)]     (3.1) 

 

where Ttsd is a predefined threshold delay value for the two paths. 

Therefore, the effects of link failures can be modeled as the probabilities of 
“communication path failure” between any two components.  These probabilities can be 
obtained by modeling and analyzing the queuing process at both the link and the path 
levels.  The detailed procedures are based on queuing theory and are beyond the scope of 
this part of the report.  These probabilities are assumed directly at the path level. Only the 
paths between merging units and protection panels are of our interest and the 
corresponding probabilities are tabulated in Table 20.  The probabilities given are an 
example.  The methodology of modeling link failures proposed in this section is general, 
and also applicable for other probability values.  For each cyber link, we assume its 
forward queue and reverse queue are independent.  Therefore, for each path, it is assumed 
that the forward failure and reverse failure are independent. 

 
Table 20 Communication path failure probabilities 

 
From To Forward Path Failure Probability Reverse Path Failure Probability 

MU 1-1 S1-L5 0.002 0.002 

MU 1-1 S1-L1 0.001 0.001 

MU 1-1 S1-L2 0.001 0.001 

MU 1-2 S1-L5 0.001 0.001 

MU 1-2 S1-L1 0.001 0.001 

MU 1-2 S1-L2 0.002 0.002 

MU 1-3 S1-L5 0.001 0.001 

MU 1-3 S1-L1 0.002 0.002 

MU 1-3 S1-L2 0.001 0.001 
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3.3 Reliability Analysis 

The overall procedures can be divided into two stages:  (a) Reliability analysis of the cyber 
part; (b) Reliability evaluation for the entire power system. 

In stage (a), the failure modes of individual cyber components and their combinations are 
examined and analyzed.  For each cyber component, only two states, UP and DOWN, are 
considered.  Besides, there are some assumptions: 

1) If the primary protection fails to isolate the fault and the trip signal is 
transferred to adjacent protection zones, this fault can always be isolated by 
adjacent protection zones. 

2) The current and potential transformers are assumed to always work. 
3) Only the first-order primary faults are considered.  The situations in which 

multiple primary faults occur concurrently on different lines are not 
considered. 

4) All the cyber components in this system are considered statistically 
independent, and thus, common-mode failures are not considered. 

5) A successful operation requires that neither the forward path nor the reverse 
path is in failure mode. 

The objective of stage (a) is to obtain the Consequent Event Matrix (CEM) and the Cyber-
Physical Interface Matrix (CPIM), in which the consequent events and their probabilities 
are summarized.  To obtain these probabilities, the consequent events after a primary fault 
occurs at each line are analyzed.  Two states, UP and DOWN, are considered for each 
component.  The probability of a consequent event can be obtained by multiplying the 
UP/DOWN probabilities of the components associated with this event.  To illustrate the 
analysis in stage (a), the procedures of obtaining the probabilities in the first row 
(corresponding to the primary fault occurring at line 1) are provided as follows.  The 
procedures are similar for primary faults occurring at other lines. 

When a primary fault occurs at line 1, there are four possible scenarios. 

1) Both of the two terminal circuit breakers operate as intended. 

For the convenience of further illustration, the circuit breaker on line 1 at bus 1 side is 
referred to as “breaker 1-1” and the circuit breaker on line 1 at bus 2 side is referred to as 
“breaker 1-2”.  The operation of breaker 1-1 associates with these components: breaker 1-
1, MU 1-3, ES 1-3, Line Protection Panel S1-L1, forward communication path, and 
reverse communication path.  The UP and DOWN probabilities of each component can 
be calculated from the data in Tables 19 and 20.  Therefore, the successful operation 
probability of breaker 1-1, denoted by p1, can be obtained by multiplying the UP 
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probabilities of all associated components.  Similarly, the successful operation probability 
of breaker 1-2, denoted by p2, can be obtained by multiplying the UP probabilities of the 
associated components in bus 2.  The product of p1 and p2 would be the probability of this 
consequent event, in which only line 1 will be isolated after the primary fault. 

2) Breaker 1-2 operates as intended while breaker 1-1 does not. 

In this case, at least one associated component in bus 1 is in DOWN state while all 
associated components in bus 2 are in UP state.  As a result, lines 1, 2, and 5 will be 
isolated. The probability of this consequent event is therefore (1 – p1)p2. 

3) Breaker 1-1 operates as intended while breaker 1-2 does not. 

In this case, at least one associated component in bus 2 is in DOWN state while all 
associated components in bus 1 are in UP state.  As a result, lines 1, 3, and 6 will be 
isolated.  The probability of this consequent event is therefore (1 – p2)p1. 

4) Neither breaker 1-1 nor breaker 1-2 operates as intended. 

This consequent event is a result from the failure of at least one associated component in 
bus 1 and at least one associated component in bus 2.  The probability of this event is 
therefore (1 – p1)(1 – p2).  In this event, lines 1, 2, 3, 5, and 6 will be isolated. 

Following similar procedures as performed above, the results of a primary fault occurring 
at each line are obtained and tabulated in Tables 21 and 22. 

After the probabilities of all cyber induced consequent events are obtained in stage (a), the 
analysis proceeds to stage (b), in which the reliability evaluation is performed at the power 
system level.  Using the two matrices obtained in stage (a), the effects of protection 
malfunctions can be taken into account without considering the details of the cyber part. 
The procedures of a Monte Carlo simulation for the reliability evaluation in stage (b) have 
been formulated in Section 2 [42] of this part of the report.  The detailed implementation 
will be presented in Section 4 of this part of the report.  The reliability indices at load 
points can be obtained after the two stages of analysis. 

 

3.4 Results and Discussions 

3.4.1  Results 

After the analysis of the cyber part, the Consequent Event Matrix (CEM) and the Cyber-
Physical Interface Matrix (CPIM) are obtained, as shown in Tables 21 and 22, 
respectively. 
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In the CEM, each entry is an 8-digit binary code in which each digit corresponds to the 
status of a line. A “1” means that the corresponding line is going out of service after a 
primary fault whereas a “0” means that the corresponding line is not affected.  For 
example, an entry “11001000” in the first row means that lines 1, 2, and 5 are going out 
of service after a primary fault occurs on line 1.  It should be noted that the CEM is a result 
of the failure of cyber part.  If the cyber part worked as it is meant to, then a primary fault 
on a line will not result in the isolation of other lines. 

In the CPIM, each entry gives the probability of a consequent event given that a primary 
fault occurs on a particular line.  Each row corresponds to the location of a primary fault. 
For example, the probability corresponding to the event “11001000” in the first row is the 
probability of lines 1, 2, and 5 going out of service given that a primary fault already 
occurred on line 1.  If the cyber part had perfect reliability, then column 1 would have 
probabilities 1 and other columns zero. 

 
Table 21 The consequent event matrix 

 
Primary Fault Location Consequent Events 

Line 1 10000000 11001000 10100100 11101100 

Line 2 01000000 11001000 01010010 11011010 

Line 3 00100000 10100100 00110001 10110101 

Line 4 00010000 01010010 00110001 01110011 

Line 5 00001000 11001000 00000000 00000000 

Line 6 00000100 10100100 00000000 00000000 

Line 7 00000010 01010010 00000000 00000000 

Line 8 00000001 00110001 00000000 00000000 

 

 

 

 

 



 

37 

 

Table 22 The cyber-physical interface matrix 
 

Primary Fault Location Probabilities of Consequent Events 

Line 1 0.9919152 0.0040342 0.0040342 0.0000164 

Line 2 0.9919152 0.0040342 0.0040342 0.0000164 

Line 3 0.9919152 0.0040342 0.0040342 0.0000164 

Line 4 0.9919152 0.0040342 0.0040342 0.0000164 

Line 5 0.9959494 0.0040506 0 0 

Line 6 0.9959494 0.0040506 0 0 

Line 7 0.9959494 0.0040506 0 0 

Line 8 0.9959494 0.0040506 0 0 

 

3.4.2  The Effect of Path Failure Probability 

In section 3.2.3, a probability with value 0.002 is assumed, as both the forward and the 
reverse path failure probabilities for the communication path between a merging unit and 
the corresponding line protection panel.  For the convenience of illustration, this 
probability is called the probability of main path failure. In practice, its value may vary 
due to data traffic or some other factors.  Its value also has an important impact on the 
probability of successful operations (such as the event “10000000”). 

Table 23 shows the relationship between the probability of main path failure and the 
probability of only line 1 being isolated given that a primary fault already occurred on line 
1.  Consider the symmetry of the system configuration, similar relationships exist for the 
primary faults on other lines. 
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Table 23 Effect of main path failure on successful operation for line 1 

 
Main Path Failure Probability Probability of Successful Operation Compared to 0.9919152 

0.002 0.9919152 0.000% 

0.004 0.9839879 - 0.799% 

0.006 0.9761082 - 1.594% 

0.008 0.9682758 - 2.383% 

0.01 0.9604907 - 3.168% 

0.02 0.9222671 - 7.022% 

0.04 0.8492535 - 14.382% 

 

3.4.3 Discussions 

From the results shown in Tables 21 and 22, it can be seen that the probabilities of 
undesired trips due to cyber failures are relatively small.  However, such events have 
significant impact on system reliability.  For example, when a primary fault occurs on line 
1, the probability of lines 1, 2, 3, 5, and 6 being isolated concurrently is only 0.0000164. 
But if this consequent event happens, buses 1 and 2 will be isolated from the system with 
significant amount of load affected.  Furthermore, such events may possibly cause severe 
stability issues.  Therefore, the impact of cyber failures on power system reliability is 
significant.  More detailed evaluation of such impact will be performed in Section 4 of 
this part of the report. 

The results shown in Table 23 indicate a close relationship between the link failure and 
successful operation probability.  The probability of successful operation decreases 
drastically with increasing communication path failure probability.   In some severe cases, 
for instance, when the main path failure probability increases to 0.02 due to heavy data 
traffic or queue failure, the probability of successful operation drops below 0.95, which is 
not acceptable. 
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3.5 Summary 

In this section, a power system configuration is extended to include the Ethernet-based 
protection architectures with the consideration of cyber link failures.  A systematic 
methodology is implemented to evaluate the reliability of this extended system.  The 
analysis performed in this section is mostly at the substation level. In the following section, 
reliability evaluation at the composite system level will be performed.  
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4. Composite Power System Reliability Evaluation Considering Cyber-
Malfunctions in Substations∗ 

4.1   Introduction 

In composite power system reliability evaluation, due to the variety of protection system 
architectures as well as the diversity of control and communication mechanisms, it is hard 
to explicitly model protection systems with detailed configurations.  As a result, in most 
of the previous work, protection system failures were either concentrated on circuit 
breaker trip mechanisms [10] or represented abstractly by multistate models [8], [19]-[21], 
in which the protection system was treated as a compact object.  Some important technical 
details inside the protection system, such as the placement of cyber elements (e.g., 
CT/PTs, MUs, and IEDs) and their wire connections, were absent in those publications. 
Due to the absence of such details, the interdependencies between cyber elements and 
physical components were not sufficiently covered.  In [4] and [5], to study the direct and 
indirect cyber-physical interdependencies, some mathematical terms and operations were 
defined and proposed with applications on small test systems including monitoring, 
control, and protection features.  The results in [4] and [5] provide valuable information 
that indicates the impact of cyber element failures on physical system reliability indices. 
However, excessive self-defined reliability terms and tedious mathematical operations 
were introduced in [4] and [5].  These terms are hardly available from engineering 
practice, making it difficult to implement the overall methodology in practical 
applications. 

A more systematic and scalable methodology was proposed in Section 2 [42] of this part 
of the report.  This methodology performs the overall analysis in a tractable fashion with 
the use of Cyber-Physical Interface Matrix (CPIM).  In Section 2, a typical substation 
protection system with detailed architecture was designed and analyzed as an example to 
illustrate the procedures of obtaining a CPIM.  The steps on how to use a CPIM in 
composite power system reliability evaluation were also formulated.  The substation 
model was further enhanced in Section 3 with the consideration of cyber-link failures. 

The composite power system displayed in Section 2 is simple and is used for illustration 
only.  The overall methodology with the use of CPIM needs to be further demonstrated 
                                                 

∗ Part of this section is reprinted from copyrighted material with permission from 
Elsevier. 
 2015 Elsevier. Reprinted, with permission, from Hangtian Lei and Chanan Singh, 
“Power System Reliability Evaluation Considering Cyber-malfunctions in Substations,” 
Electric Power Systems Research, vol. 129, pp. 160-169, Dec. 2015. 
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with its implementation on a standard test system so that the impact of protection failures 
on system-wide reliability indices can be numerically validated.  Also, the scalability of 
the overall methodology needs further illustration as this is very important to its 
application for large power systems.   Moreover, the unavailability of a standard reliability 
test system containing practical protection features is an obstacle for validation of the 
impact of protection failures on system-wide reliability indices.  Extending a standard 
reliability test system with detailed descriptions on the cyber part would be beneficial for 
future studies in this area.  With these objectives, this section continues and enhances the 
work that has been performed in Section 2.   The remainder of this section is organized as 
follows:   Section 4.2 outlines the overall methodology.  Section 4.3 presents the test 
system configuration and parameters.  In Section 4.4, the overall analysis, including the 
reliability analysis at the substation level and the reliability evaluation at the composite 
system level, is performed.  Also, the results are presented and summarized.  The 
scalability of the overall methodology is illustrated in Section 4.5.  Some major 
considerations in software implementation for large power systems are discussed in 
Section 4.6. Section 4.7 is the summary of this section. 

 

4.2 Methodology Outline and Objectives 

The cyber-physical interdependencies exist in many aspects of power systems, including, 
but not limited to supervisory control, protection, monitoring, and metering.  This section 
focuses on the aspect of protection, since protection hidden failures are recognized as 
common causes of expanded outages and have significant impact on power system 
reliability [7]-[10], [19]-[21]. 

In this section, reliability evaluation is performed in a composite power system consisting 
of current-carrying components and protection systems.  The Roy Billinton Test System 
(RBTS) [46] is used as the test system with extensions at load buses to include detailed 
configuration in terms of protection system elements. 

The size of this system is small to permit reasonable time for extension of cyber part and 
development of interface matrices, but the configuration of this system is sufficiently 
detailed to reflect the actual features of a practical system [47].  The methodology 
performed in this section also applies for large systems.  For large systems, in spite of 
more efforts needed in detailed analysis of cyber failure modes, as well as effects on the 
physical side, the main procedures are identical to those performed in this section.  In 
short, the selected system is adequate to illustrate the methodology and extension to larger 
systems is more mechanical effort rather than illustrating the validity of the technique. 
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The overall analysis mainly consists of two stages: 1) Reliability analysis of protection 
systems at the substation level; 2) Reliability evaluation from the system-wide perspective. 

 

4.2.1 Reliability Analysis at the Substation Level 

The failure modes of protection systems in terms of basic cyber elements and their 
relationships to transmission line tripping scenarios are analyzed in this stage.  The 
CPIMs, which depict the interdependencies among the failures of physical components 
due to various cyber failure modes, are obtained at the end of this stage. 

 

4.2.2 Reliability Evaluation from the System-wide Perspective 

In this stage, a sequential Monte Carlo simulation is performed on the composite system 
to obtain system-wide reliability indices.  The results of CPIMs obtained in the previous 
stage are directly utilized in this stage without the necessity of considering protection 
system configuration details.  At the end of this stage, system-wide reliability indices, such 
as Loss of Load Probability (LOLP), Loss of Load Expectation (LOLE), Expected Energy 
Not Supplied (EENS), and Expected Frequency of Load Curtailment (EFLC), for each bus 
and for the overall system, can be obtained. 

4.2.3 System-wide Reliability Indices 

The following system-wide reliability indices [8], [20], [47] are defined and used in this 
section. 

4.2.3.1 Loss of Load Probability (LOLP) 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = ∑ 𝐻𝐻𝑖𝑖𝑡𝑡𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑠𝑠
𝑖𝑖=1                                                                                        (4.1) 

where, 

Ns Total number of iterations simulated; 

Hi Equals 1 if load curtailment occurs in the ith iteration; otherwise it equals 0;  

ti Simulated time in the ith iteration, with the unit of year; 

ttotal Total simulated time, with the unit of year. 
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Since a sequential Monte Carlo simulation is performed, “iteration” here means a time 
period between two instants of system state change. 

4.2.3.2 Loss of Load Expectation (LOLE) 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∙ 8760                                                                               (4.2) 

with the unit of hours/year. 

4.2.3.3 Expected Energy not Supplied (EENS) 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = ∑ 8760𝑅𝑅𝑖𝑖𝑡𝑡𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑠𝑠
𝑖𝑖=1                                                                                   (4.3) 

with the unit of MWh/year, 

where, 

Ns Total number of iterations simulated; 

Ri Load curtailment during the ith iteration, with the unit of MW;  

ti Simulated time in the ith iteration, with the unit of year; 

ttotal Total simulated time, with the unit of year. 

4.2.3.4 Expected Frequency of Load Curtailment (EFLC) 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = ∑ 𝑍𝑍𝑖𝑖
𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡𝑡

𝑁𝑁𝑠𝑠
𝑖𝑖=2                                        (4.4) 

with the unit of (/year), 

where, 

Ns Total number of iterations simulated; 

Zi Equals 1 if load curtailment does not happen in the (i-1)th iteration AND 

load curtailment happens at the ith iteration; otherwise it equals 0;  

ttotal Total simulated time, with the unit of year. 
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4.3 Test System Configuration 

The Roy Billinton Test System (RBTS) [46] is used as the test system in this section. The 
single line diagram of the RBTS is shown in Figure 11.  The bus, generation, load, and 
transmission line data are also provided in this section.  100 MVA and 230 kV are used as 
the base values of power and voltage throughout this section. 
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Figure 11. Single line diagram of the RBTS. 
 

4.3.1 Bus, Generation, and Load Data 

The data for all the buses and generating units are obtained from [46] and are tabulated in 
Tables 24 and 25, respectively.  A DC optimal power flow model is used in case of load 
curtailment.  Therefore, only the real power data are considered. 
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Table 24 Bus data 

 
Bus No. Name in Figure 11 Peak Load (p.u.) Generation Capacity (p.u.) 

1 Generating Station 1 0.00 1.10 

2 Generating Station 2 0.20 1.30 

3 Load Bus 3 0.85 0 

4 Load Bus 4 0.40 0 

5 Load Bus 5 0.20 0 

6 Load Bus 6 0.20 0 

 

 

Table 25 Generating unit data 
 

Unit No. Bus Rating (MW) Failure Rate (per year) MRT (hours) 

1 1 40 6.0 45 

2 1 40 6.0 45 

3 1 10 4.0 45 

4 1 20 5.0 45 

5 2 5 2.0 45 

6 2 5 2.0 45 

7 2 40 3.0 60 

8 2 20 2.4 55 

9 2 20 2.4 55 

10 2 20 2.4 55 

11 2 20 2.4 55 
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4.3.1.1 Generation Variation 

The generators are represented by reliability models with two states, UP and DOWN.  The 
corresponding failure rate and Mean Repair Time (MRT) are obtained from [46] and are 
tabulated in Table 25. 

4.3.1.2 Load Variation 

The annual peak load data for each bus are obtained from [46] and are shown in Table 24. 
The hourly load profile is created based on the information in Tables 1, 2, and 3 of the 
IEEE Reliability Test System [48]. 

 

4.3.2 Transmission Line Data 

The transmission line physical parameters and outage data are obtained from [46] and are 
tabulated in Tables 26 and 27, respectively. 

A DC optimal power flow model with simplified line parameters is used in case of load 
curtailment.  Therefore, the line resistance (R) as well as the charging susceptance (B) are 
not considered in the transmission line model and only the line reactance (X) is provided 
in Table 26.  Furthermore, in the DC optimal power flow model, since the voltage 
magnitude at each bus is assumed to be 1.0 p.u., the current rating for each line shown in 
Table 26 is numerically equal to the power rating. 

For the transmission line outage data, compared with [46], the transient outage (normally 
with duration of less than one minute) is not considered in this section.  Instead, a new 
term switching time is defined.  The switching time for each transmission line, which is 
tabulated in Table 27, defines the time needed to switch a line back to service when this 
line is tripped due to a protection failure rather than resulting from a primary fault occurs 
at this line.  The reciprocal of a switching time is called a switching rate and has been 
illustrated in Section 2 of this part of the report. 
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Table 26 Transmission line physical parameters 
 

Line No. 
Buses 

Reactance X (p.u.) Current Rating (p.u.) 
From To 

1 1 3 0.180 0.85 

2 2 4 0.600 0.71 

3 1 2 0.480 0.71 

4 3 4 0.120 0.71 

5 3 5 0.120 0.71 

6 1 3 0.180 0.85 

7 2 4 0.600 0.71 

8 4 5 0.120 0.71 

9 5 6 0.120 0.71 

 
 

Table 27 Transmission line outage data 
 

Line 
No. 

Buses Permanent Outage Rate (per 
year) 

Outage Duration 
(hours) 

Switching Time 
(hours) From To 

1 1 3 1.5 10.0 4.0 

2 2 4 5.0 10.0 4.0 

3 1 2 4.0 10.0 4.0 

4 3 4 1.0 10.0 4.0 

5 3 5 1.0 10.0 4.0 

6 1 3 1.5 10.0 4.0 

7 2 4 5.0 10.0 4.0 

8 4 5 1.0 10.0 4.0 

9 5 6 1.0 10.0 4.0 
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4.3.3 Protection System Architecture and Reliability Data 

For bus 6, since it is connected with only one transmission line (line 9), even if its own 
protection system fails, line 9 will always be de-energized by opening the breakers at bus 
5 without isolating any other lines.  Therefore, the protection system configuration at bus 
6 is not considered and only buses 3, 4, and 5 in the RBTS are extended to include detailed 
protection system configurations, as shown in Figures 12, 13, and 14, respectively. 
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Figure 12. The protection system for bus 3. 
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Figure 13. The protection system for bus 4. 
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Figure 14. The protection system for bus 5. 
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The reliability data for Circuit Breakers (CBs), Merging Units (MUs), Process Buses 
(PBs), and Line Protection Panels are tabulated in Table 28.  We assume that the same 
type of elements at different substations are identical and thereby have the same reliability 
data. 

According to engineering practice, the Mean Time to Failure (MTTF) varies for Circuit 
Breakers at different voltage levels, or serving different functions in the system [35].  For 
the study in this section, a typical value of 100 years is chosen for the MTTF and a value 
of 8 hours is used for the Mean Repair Time (MRT). 

The reliability data for MUs, PBs, and Line Protection Panels are reasonably chosen based 
on the information from [15], [28], [33], and [34]. 

 

 

 

 
Table 28 Reliability data for protection system elements 

 
Element Name MTTF (year) Failure Rate λ (/year) MRT (h) Repair Rate µ (/year) 

CB 100 0.01 8 1095 

MU 50 0.02 8 1095 

PB 100 0.01 8 1095 

Line Protection Panel 50 0.02 8 1095 

 

In this study, only two states, UP and DOWN, are considered for each protection system 
element (except the process bus) listed in Table 28. The state transition diagram is shown 
in Figure 15. The failure and repair rates are denoted by λ and µ, respectively. 

 

UP DOWN

λ 

μ  

Figure 15. State transition diagram of individual element. 
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The exponential distribution is assumed for state residence times of each element, the 
probabilities of UP and DOWN can be calculated using equations (4.5) and (4.6), 
respectively. 

 

𝑝𝑝𝑈𝑈𝑈𝑈 = µ
𝜆𝜆+µ

                                                                                                         (4.5) 

𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷 = 𝜆𝜆
𝜆𝜆+µ

                                                                                                    (4.6) 

 

For the Process Bus (PB), an additional state representing DELAY is included as shown 
in Figure 16.  The probability of delay given that the PB is not in the DOWN state is 
denoted by pd (=0.003).  The illustration of this reliability model as well as the discussion 
regarding delay issues in substation communication networks have been presented in 
Section 2 of this part of the report. 

 

UP
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Figure 16. State transition diagram of the process bus. 
 

 

Therefore, for the Process Bus, the UP, DELAY and DOWN probabilities can be 
calculated using equations (4.7)-(4.9). 

 

𝑝𝑝𝑈𝑈𝑈𝑈.𝑃𝑃𝑃𝑃 = µ
𝜆𝜆+µ

(1 − 𝑝𝑝𝑑𝑑)                                                                                      (4.7) 

𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷.𝑃𝑃𝑃𝑃 = µ
𝜆𝜆+µ

𝑝𝑝𝑑𝑑                                                                                           (4.8) 

𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷.𝑃𝑃𝑃𝑃 = 𝜆𝜆
𝜆𝜆+µ

                                                                                                (4.9) 
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In reality, the process bus is a network consisting of basic elements that are connected 
with each other in various topologies, and thus more sophisticated technical details are 
involved [34], [38]-[41].  The consideration of these technical details in composite system 
reliability evaluation is beyond the scope of this part of the report. 

The assumptions regarding other protection elements (e.g., CTs, PTs, and cable links) and 
protection issues such as backup tripping follow those stated in Section 2 of this part of 
the report.  The CTs, PTs, and cable links are assumed not to fail.  In addition, based on 
the features of this particular test system, several more assumptions are made: 

1) The failure of an MU that is connected to a PT will result in the failure of 
acquired voltage information and thus will disable the primary protection of 
this line.  As a result, multiple breakers associated with the primary protection 
will fail to trip and backup protections will be triggered.  For example, in the 
bus 3 protection system (shown in Figure 12), if a primary fault happens at 
Line 6 but MU 3-6 fails, then the Line 6 Protection Panel will fail to issue trip 
signals to both breakers 3-1 and 3-4.  As a result, backup protection zones will 
be triggered and breakers 3-2 and 3-5 will trip to isolate Line 6. 

2) Since this study focuses on transmission system reliability evaluation, the 
details of a load branch can be extended in the distribution system.  Therefore, 
primary faults that occur at load branches are not considered.  However, the 
isolation of a load branch resulting from undesired trips due to primary faults 
that occur at adjacent transmission lines will be considered. 

 

4.4 Reliability Analysis 

The overall analysis mainly consists of two stages: the reliability analysis of protection 
systems at the substation level and the reliability evaluation from the system-wide 
perspective.  The CPIM, which bridges the two stages, is a critical idea of this 
methodology.  It decouples the analysis at the substation level from the evaluation of the 
composite system and makes the overall analysis more tractable. 

4.4.1 Substation Level Reliability Analysis 

The substation level reliability analysis follows the procedures described in Section 2 of 
this part of the report with the objective of obtaining CPIMs. 

This section improves the CPIM that was described in Section 2 by eliminating the off-
diagonal zeroes to make it more compact.  In this section, each row in a CPIM represents 
a physical component (transmission line).  Each column provides the probability of a 
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consequent event given that a primary fault occurred on this physical component. 
Therefore, the probabilities in each row sum up to 1.  If the protection system is perfectly 
reliable, then the first column would have probabilities 1 and other columns zero. 

In addition, another matrix, Consequent Event Matrix (CEM), is developed in accordance 
with a CPIM.  A CEM provides detailed information about consequent events in which 
some lines go out of service while some are not affected.  In a CEM, each event is coded 
as a 12-digit binary number, of which the left 9 digits correspond to the 9 transmission 
lines and the last 3 digits correspond to load branches 3, 4, and 5, respectively.  A “1” digit 
indicates the corresponding component is going out of service whereas a “0” means this 
component is not affected.  For example, an entry “100001100110” denotes a consequent 
event in which line 1, line 6, line 7, load branch 3, and load branch 4 are going out of 
service.  A complete row of a CEM summarizes all possible consequent events when a 
primary fault occurs at this transmission line. 

To illustrate how the malfunctions of cyber elements affect transmission line tripping 
behaviors, the detailed analysis for the consequent events resulting from cyber element 
failures at substation (bus) 3 following a primary fault occurs at line 1 is shown below as 
an example.  The analysis for the primary faults at other lines can be performed similarly. 
In the analysis, the failure modes of individual cyber elements are assumed independent 
since they are located in different units in a substation.  Therefore, the probability of a 
consequent event can be obtained by multiplying the probabilities of individual element 
states in this event. 

Suppose a primary fault occurs at line 1, all possible consequent events can be categorized 
as follows: 

1) All protection elements operate as intended. 

If all protection elements operate as intended, then only line 1 will be isolated.  The action 
of line 1 tripping associated with these elements at substation 3: MU 3-9, CB 3-3, MU 3-
3, CB 3-5, MU 3-5, Process Bus, and Line 1 Protection Panel. Multiply the UP 
probabilities of all these elements, the corresponding probability of this consequent event 
can be obtained, which is 0.996899850569. 

2) The Process Bus (PB) fails. 

If the PB fails, then the entire substation will be affected by this fault.  All lines connected 
to this substation will be isolated by tripping the breakers at remote substations.  The 
corresponding probability of this consequent event can be calculated using Equation (4.9). 
This is an extreme case; therefore, the probability is very low. However, once this event 
happens, the impact is tremendous. 
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3) One or both of MU 3-3, CB 3-3 fail(s), while all other associated elements 
operate as intended. 

In this case, CB 3-3 fails to trip while CB 3-5 trips as intended.  The fault will be cleared 
by opening CB 3-2 and CB 3-5. As a result, Lines 1 and 4 will be isolated. 

4) One or both of MU 3-5, CB 3-5 fail(s), while all other associated elements 
operate as intended. 

In this case, CB 3-5 fails to trip while CB 3-3 trips as intended.  The fault will be cleared 
by opening CB 3-3 and CB 3-4. As a result, Line 1 and load branch 3 will be isolated. 

5) The Process Bus (PB) doesn’t fail, but both CB 3-3 and CB 3-5 fail to trip due 
to various combinations of element states, such as Line 1 Protection Panel fails 
or the PB is in a DELAY state. 

In this case, the fault will be cleared by opening CB 3-2 and CB 3-4.  As a result, Line 1, 
Line 4, and load branch 3 will be isolated. 

The results of all the 5 cases above are summarized in the first row of Table 29 and Table 
30. It should be noted that these consequent events are the results from cyber element 
failures. If all the associated cyber elements are perfectly reliable, then the first case would 
have probability one while all other cases zero. 

Following similar procedures performed above, the complete Cyber-Physical Interface 
Matrices (CPIMs) and Consequent Event Matrices (CEMs) for buses 3, 4, and 5 are 
obtained and are shown from Table 29 to Table 34. 

 
Table 29 The cyber-physical interface matrix for bus 3 

 
Fault 

Locatio
n 

Probabilities 

Line 1 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 4 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 5 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 6 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 
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Table 30 The consequent event matrix for bus 3 
 

Fault Location Events 

Line 1 100000000000 100111000000 100100000000 100000000100 100100000100 

Line 4 000100000000 100111000000 000110000000 100100000000 100110000000 

Line 5 000010000000 100111000000 000011000000 000110000000 000111000000 

Line 6 000001000000 100111000000 000001000100 000011000000 000011000100 

 

Table 31 The cyber-physical interface matrix for bus 4 
 

Fault 
Locatio

n 
Probabilities 

Line 2 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 4 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 7 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 8 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

 

Table 32 The consequent event matrix for bus 4 
 

Fault Location Events 

Line 2 010000000000 010100110000 010000000010 010000010000 010000010010 

Line 4 000100000000 010100110000 000100010000 000100100000 000100110000 

Line 7 000000100000 010100110000 000100100000 000000100010 000100100010 

Line 8 000000010000 010100110000 010000010000 000100010000 010100010000 
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Table 33 The cyber-physical interface matrix for bus 5 
 

Fault 
Locatio

n 
Probabilities 

Line 5 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 8 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

Line 9 0.99689985056
9 

0.00000913233
7 

0.00002731249
1 

0.00002731249
1 

0.00303639211
2 

 
Table 34 The consequent event matrix for bus 5 

 
Fault Location Events 

Line 5 000010000000 000010011000 000010001000 000010000001 000010001001 

Line 8 000000010000 000010011000 000000010001 000000011000 000000011001 

Line 9 000000001000 000010011000 000000011000 000010001000 000010011000 

 

4.4.2 System-wide Reliability Evaluation 

The next event sequential Monte Carlo simulation [37] forms the main framework for the 
reliability evaluation at this stage.  The detailed steps, including illustrations on how to 
utilize the results of a CPIM in the composite system reliability evaluation, have been 
illustrated in Section 2 and are summarized as follows: 

1) Initialize. 
2) Determine a primary event:  Find the minimum time to the next event, update 

the corresponding element’s state, and update the total time. 
3) Determine consequent events:  If the state change in step 2) indicates a primary 

fault occurring at a transmission line, then use CPIMs and CEMs to determine 
the consequent events and update elements’ states accordingly.   If a CPIM row 
corresponding to this transmission line has n consequent events, the 
probabilities of these events (p1, p2, …, pn) sum up to 1.  Draw a random 
number ranging from 0 to 1. The value of this random number determines 
which consequent event is going to happen. It should be noted that a 
transmission line connects two substations. Therefore, two random numbers 



 

57 

 

should be drawn independently to determine the consequent event at each 
substation. 

4) Effects of switching and repair:  For the elements whose states have been 
changed in step 2) or in step 3), draw new random numbers to determine the 
time of their next transitions.  Appropriate transition rates should be used 
according to situations. 

5) Evaluate system state: Perform the network power flow analysis to assess 
system operation states.  Update reliability indices. 

6) Repeat steps 2) to 5) until convergence is achieved. 

In step 5), the following DC power flow-based linear programming model [49]-[51] is 
used with the objective of minimizing total load curtailment. 

Objective: 𝑦𝑦 = 𝑀𝑀𝑀𝑀𝑀𝑀∑ 𝐶𝐶𝑖𝑖
𝑁𝑁𝑏𝑏
𝑖𝑖=1  

subject to: 

𝐵𝐵�𝜃𝜃 + 𝐺𝐺 + 𝐶𝐶 = 𝐿𝐿                                                   (4.10) 

𝐺𝐺 ≤ 𝐺𝐺𝑚𝑚𝑚𝑚𝑚𝑚 

𝐶𝐶 ≤ 𝐿𝐿 

𝐷𝐷𝐷𝐷𝐷𝐷 ≤ 𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 

−𝐷𝐷𝐷𝐷𝐷𝐷 ≤ 𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 

𝐺𝐺,𝐶𝐶 ≥ 0 

𝜃𝜃1 = 0 

𝜃𝜃2…𝑁𝑁𝑏𝑏 unrestricted 

where, 

Nb Number of buses 

C 𝑁𝑁𝑏𝑏 × 1 vector of bus load curtailments 

Ci Load curtailment at bus i 
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𝐵𝐵�  𝑁𝑁𝑏𝑏 × 𝑁𝑁𝑏𝑏 augmented node susceptance matrix 

G 𝑁𝑁𝑏𝑏 × 1 vector of bus actual generating power 

Gmax 𝑁𝑁𝑏𝑏 × 1 vector of bus maximum generating availability 

L 𝑁𝑁𝑏𝑏 × 1 vector of bus loads 

D 𝑁𝑁𝑡𝑡 × 𝑁𝑁𝑡𝑡 diagonal matrix of transmission line susceptances, with Nt the 

number of transmission lines 

A 𝑁𝑁𝑡𝑡 × 𝑁𝑁𝑏𝑏 line-bus incidence matrix 

θ 𝑁𝑁𝑏𝑏 × 1 vector of bus voltage angles 

Fmax 𝑁𝑁𝑡𝑡 × 1 vector of transmission line power flow capacities 

In equation (4.10), the variables are vectors θ, G, and C.  Thus, the total number of 
variables is 3Nb.  This problem can be solved by using the linprog function provided in 
MATLAB software. 

The convergence is measured by the coefficient of variation of a chosen index, as defined 
in [47].  A simulation with 200 simulated years is performed and the coefficient of 
variation for the system EENS drops below 5%. 

4.4.3 Results and Discussions 

The simulation results of LOLP, LOLE, EENS, and EFLC for each bus and for the overall 
system are tabulated in Table 35.  The simulated transmission line failure rates due to 
primary faults and protection system malfunctions are tabulated in Table 36.  In Table 36, 
for line 3, the simulated line failure rate due to protection system malfunctions equals 0. 
This is because line 3 links bus 1 to bus 2 and protection malfunctions are not considered 
for either of the two buses. 

To make a comparison, the situation in which protection systems are assumed perfectly 
reliable is also simulated with results tabulated in Table 37.  The comparison is also 
displayed in Figure 17. 
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Table 35 Reliability indices for buses 

 
 LOLP LOLE (hours/year) EENS (MWh/year) EFLC (/year) 

Bus 1 0 0 0 0 

Bus 2 0.00015926 1.395 2.655 0.260 

Bus 3 0.00017063 1.495 8.597 0.300 

Bus 4 0.00019288 1.690 10.095 0.315 

Bus 5 0.00016786 1.470 3.729 0.275 

Bus 6 0.00124176 10.878 116.104 1.305 

Overall System 0.00128584 11.264 141.180 1.395 

 

Table 36 Simulated transmission line failure rates 
 

Line 
No. 

Failure rate resulting from primary faults 
(/year) 

Failure rate resulting from protection 
malfunctions (/year) 

1 1.455 0.010 

2 4.850 0.005 

3 3.870 0 

4 1.030 0.075 

5 0.925 0.010 

6 1.570 0.010 

7 5.100 0.005 

8 1.080 0.010 

9 1.030 0.010 
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Table 37 EENS comparison 
 

 

EENS (MWh/year) 

Δ If protection systems are perfectly 
reliable 

Considering protection 
malfunctions 

Bus 1 0 0 N/A 

Bus 2 1.862 2.655 42.59% 

Bus 3 2.828 8.597 204.00% 

Bus 4 1.950 10.095 417.69% 

Bus 5 2.145 3.729 73.85% 

Bus 6 103.947 116.104 11.70% 

Overall 
System 112.732 141.180 25.24% 

For each row, Δ is defined as the percentage increment of the EENS from not considering to considering 
protection malfunctions. 
 

 

 

Figure 17. EENS comparison at each bus. 
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The results in Tables 36 and 37 show that protection system malfunctions have significant 
impact on energy unavailability even though they do not have much impact on individual 
line failure rates.   Compared with not considering protection malfunctions, the percentage 
increment of the EENS for individual buses can be quite significant. 

The effects of protection system malfunctions on EENS are noticeable for buses 3, 4, and 
5, with increments of 204.00%, 417.69%, and 73.85%, respectively.  These three buses 
are also the ones in which we have modeled and considered protection system 
malfunctions.  This further points to the impact of protection malfunctions on energy 
unavailability. 

4.4.4 The Effects of Switching Time 

A value of 4.0 hours is assumed as the switching time for all transmission lines, and this 
value has been used in the analysis in Sections 4.4.1 and 4.4.2. 

In engineering practice, a switching process may be accelerated with the aid of smart grid 
technologies, or may be prolonged due to other factors.  The quantitative relationship 
between switching time and system EENS are studied and the results are shown in Table 
38.  In each case, same value of switching time is assumed for all transmission lines, and 
the system EENS is compared with the case in which the switching time is 4.0 hours.   This 
relationship is also displayed in Figure 18. 

 
 

Table 38 Effect of switching time on system EENS 
 

Switching Time 
(hours) 

System EENS 
(MWh/year) 

Percentage increment/decrement compared with the value 
of 141.180 MWh/year in Table 37 

0.2 115.089 -18.48% 

0.5 120.941 -14.34% 

1 126.945 -10.08% 

2 132.675 -6.02% 

4 141.180 0 

10 157.615 +11.64% 

24 178.986 +26.78% 

48 190.628 +35.02% 
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Figure 18. Relationship between switching time and system EENS. 
 

The information in Table 38 and Figure 18 indicate a close relationship between the line 
switching time, and the system EENS.   The value of system EENS increases considerably 
with prolonged switching time.  This also signifies the importance of using advanced 
technologies with which the process of fault location and cyber failure identification 
would be accelerated so that healthy lines can be switched back to service more promptly. 

 

4.5 The Scalability of the Overall Methodology 

As shown in Section 4, the overall methodology consists of two stages: 

1) Reliability analysis at the substation level (i.e., the work performed in Section 
4.4.1). 

2) System-wide reliability evaluation (i.e., the work performed in Section 4.4.2). 

In the first stage, the detailed analysis depends on the actual protection architecture of a 
substation.  The analysis may seem to be tedious for a substation with complex 
architecture.  However, the analysis in this stage can be performed locally at each 
substation and the computations can be performed offline.  The increased workload for 
more complex substations does not change the framework of the overall methodology.   
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It should be noted that although in this stage, the analysis is needed for each individual 
substation, with more experience in the analysis at substation level, it may be possible to 
generate classifications into types of substations and thus expedite the process. 

Once the CPIMs and CEMs are established in the first stage, they can be permanently 
stored and can be directly plugged into the reliability evaluation in the second stage.  The 
Monte-Carlo simulation performed in the second stage is generic and applicable for large 
power systems. 

The CPIM decouples the first stage of analysis from the second stage and makes the 
overall analysis more tractable. 

4.6 Considerations in Software Implementation for Large Power Systems 

The proposed methodology establishes a framework for power system reliability 
evaluation considering cyber-malfunctions in substations. Some implementation 
considerations are important to its application for large power systems. This section 
discusses two major considerations, the CPU time for Monte Carlo simulation and the 
storage of matrices. 

4.6.1 CPU Time for Monte Carlo Simulation 

The convergence in a Monte Carlo simulation is measured by the coefficient of variation 
of a chosen index.  In this section, simulation is performed for 200 years and the coefficient 
of variation for the system EENS drops below 5%.  The simulation is performed in 
MATLAB running on a computer with a 3.10 GHz processor and the running time for a 
simulation is approximately 8 minutes.  It should be noted that this software 
implementation of the simulation is only research grade to illustrate the concept and is 
therefore not the most efficient as far as the running time is concerned.  The running time 
is largely consumed by the linprog function in MATLAB for DC power flow based linear 
programming to evaluate system operation states.  In the development of a commercial 
grade program, the running time can be drastically reduced by several means as described 
below. 

1) The linear programming incorporating DC power flow can be performed less 
frequently with the use of heuristic algorithms for screening, thus reducing 
the CPU time. 

2) Simulation can be custom coded in more efficient programming languages. 
Custom programs are generally more efficient than generic ones coded in 
MATLAB. 

3) Much more efficient methods such as interior point methods can be used for 
linear programming. 
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4) Monte Carlo simulation is readily amenable to parallel and distributed 
processing environments [52], [53] to reduce the CPU time. 

It is important to mention that Monte Carlo simulation has already been successfully used 
for large composite power systems, but without considering the cyber malfunctions.  The 
major contribution of this research is to develop a methodology to include cyber-induced 
dependent failures in such Monte Carlo programs.  The cyber- induced dependent failures 
can be included in Monte Carlo simulation by using CPIMs.  This does not significantly 
alter the number of times linear programming is called for and thus does not alter the CPU 
time much. 

 

4.6.2 Storage of Matrices 

For a given power system, let m be the total number of rows in all CPIMs (or CEMs), n 
be the number of columns in a CPIM (or a CEM). 

The value of m depends on the number of transmission lines.  The number of transmission 
lines in an actual power system is typically 1.2 to 2 times of the number of buses.  Each 
transmission line contributes a row in two CPIMs (or CEMs) corresponding to both of the 
two buses it connects to.  Consider a power system with 1000 buses (substations), which 
is a typical size of an actual transmission grid, it is reasonable to estimate the number of 
transmission lines as 2000 and thus the value of m is estimated to be 4000. 

The value of n is determined by the row with maximum number of consequent events, 
which depends on the transmission line having maximum number of adjacent lines. 
Assuming a transmission line has maximum 10 adjacent lines, thus the maximum possible 
value of n is 210, which is 1024.  Of course, it is possible that a few transmission lines may 
have more than 10 adjacent lines.  For such lines, only the 1024 most likely consequent 
events are considered since the remaining consequent events have negligible probabilities. 
Thus, it is reasonable to estimate n as 1024. 

Each entry in a CPIM can be stored as a 64-bit double-precision floating-point number. 
Therefore, the total storage space needed for all CPIMs is 8∙m∙n Bytes, which equals 31.25 
MB (32,768,000 Bytes). 

Each entry in a CEM is a binary number corresponding to a consequent event.  For a 
system with 2000 transmission lines, 2000 bits are needed to represent such an event.  
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Thus, each entry uses 250 Bytes (2000 bits) and the total storage space needed for all 
CEMs is 250∙m∙n Bytes, which equals 976.5625 MB (1,024,000,000 Bytes). 

Therefore, for a power system with 1000 buses, the total space needed to store all CPIMs 
and CEMs is estimated to be 1007.8125 MB, which is approximately 0.9842 GB.  It is 
feasible to claim such space on hard drive or Random Access Memory (RAM). 

 

4.7 Summary 

In this section, a systematic reliability evaluation methodology is enhanced and 
implemented in a composite power system consisting of current-carrying components and 
protection systems with modern architecture.  The quantitative relationship between 
switching time and system EENS is also studied.  The results clearly indicate the impact 
of protection failures on system-wide reliability indices and also signify the importance of 
accelerating line switching process. 

The methodology implemented in this section is scalable and provides an option for the 
reliability evaluation of large cyber-physical power systems.  For such systems, in spite of 
more efforts needed in detailed analysis, the main procedures remain similar to those 
performed in this section. 

It should be noted that the methodology performed in this section is based on a sequential 
Monte Carlo simulation.  It would be significantly beneficial for its application in large 
systems if the efficiency is further improved with the use of non-sequential techniques 
since non-sequential techniques generally require less computational and storage 
resources compared to sequential ones. Pertinent studies will be performed in the 
following section.   
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5. Non-sequential Monte Carlo simulation for Power System 
Reliability Analysis Considering Dependent Failures∗ 

5.1 Introduction 

Cyber-induced dependent failures affect power system reliability and thus are important 
to be considered in composite system reliability evaluation.  A scalable methodology is 
proposed in Section 2 [42] with the use of Cyber-Physical Interface Matrix (CPIM) that 
decouples the analysis of the cyber part from the physical part and provides the means of 
performing the overall analysis in a tractable fashion.  In Section 4 [54], this methodology 
is further enhanced and implemented on an extended Roy Billinton Test System (RBTS) 
with the illustration of its applicability for large power systems. 

The techniques used in Monte Carlo simulations can be basically classified into two 
categories known as sequential and non-sequential techniques [55]-[57]. The 
methodology presented in Section 2 and Section 4 is based on a sequential Monte Carlo 
technique and establishes the main framework for reliability evaluation of cyber-physical 
power systems.  Non-sequential methods are typically easier to implement and require 
much less computational and storage resources as compared to sequential methods [3], 
[23], [24].  Therefore, it would be significantly beneficial for the application of the 
proposed methodology in large systems if the efficiency is further improved with the use 
of non-sequential techniques.  However, the failure and repair processes in cyber-induced 
events are inherently sequential involving dependent failures, making it very difficult to 
utilize a non-sequential sampling throughout the complete process in the same manner as 
in independent components by sampling the component states individually. 

It has been recognized that the basic idea in sampling is to sample states from a state space 
proportional to their probabilities [23].  For a large system it is not possible to first find 
the probabilities of all the states in the state space.  Therefore, an approach is proposed in 
this section with the basic idea of developing a representative state space from which states 
can be sampled.  This is achieved here by the use of sequential Monte Carlo simulation as 
the computational effort needed for only generating a chronological state sequence is 
negligible compared to the effort of evaluating the states using DC power flow based linear 
programming.  A similar approach, called pseudo-sequential simulation, has been 
                                                 

∗ Part of this section is reprinted from copyrighted material with permission from IEEE. 
 IEEE. Reprinted, with permission, from Hangtian Lei and Chanan Singh, “Non-
Sequential Monte Carlo Simulation for Cyber-Induced Dependent Failures in Composite 
Power System Reliability Evaluation,” IEEE Transactions on Power Systems, (accepted 
for publication). 
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proposed in [24] but for completely different purposes. In [24], the approach is proposed 
with the purpose of computing duration-related reliability indices. In this section, the 
purpose is to include the characteristics of cyber-induced dependent failures.  Also a 
method is used in this section such that the state space generated by sequential simulation 
does not need to be stored.  Furthermore, it should be noted that the sequential simulation 
may not be the only option for state space generation thus there may be alternative 
solutions.  The major difficulties of applying conventional non-sequential sampling 
methods to generating appropriate state space in the presence of dependent failures are 
also thoroughly explored in this section with the intention of enlightening future studies 
on this subject as composite power system reliability evaluation in the presence of 
dependent failures has not received sufficient attention. 

The remainder of this section is organized as follows:  Section 5.2 describes the overall 
problem. Section 5.3 illustrates the major difficulties of applying conventional non-
sequential sampling methods to generating appropriate state space in presence of 
dependent failures.  Section 5.4 introduces the proposed method with the use of sequential 
technique for state space generation.  The implementation of the proposed method is 
demonstrated in Section 5.5. Section 5.6 is the summary of this section. 

 

5.2 Origination of Dependent Failures 

Traditional power system reliability evaluation focuses on the physical part only and 
assumes perfect reliability for the cyber part, which neglects cyber-induced failures and 
results in too optimistic evaluation.  For realistic evaluation, it is necessary to consider 
cyber-induced failures as well as their impact on composite systems. 

Due to the complexity of cyber-physical interdependencies, it is hard and impractical to 
explicitly model and analyze the entire system, cyber and physical, in one step.  A 
methodology has been proposed in Section 2 with the use of Cyber-Physical Interface 
Matrix (CPIM) to decouple the analysis of the cyber part from the physical part so that the 
overall evaluation is performed in a tractable fashion. 

The format of a Cyber-Physical Interface Matrix is shown in Table 39.  It can be obtained 
by examining the failure modes of cyber components and their impact on the physical 
system. 
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Table 39 The format of a cyber-physical interface matrix 
 

 Event 1 Event 2 …… Event n 

Component 1 p11 p12 …… p1n 

Component 2 P21 P22 …… P2n 

…… …… …… …… …… 

Component m Pm1 pm2 …… Pmn 

 

The number of rows in a CPIM, denoted by m, corresponds to the number of transmission 
lines.  The number of columns, denoted by n, corresponds to the number of consequent 
events.  Consider a transmission line l (0 < l ≤ m) with k adjacent lines.  When a fault 
occurs at line l, 0–k of its unfaulted adjacent lines can be isolated due to cyber malfunctions 
with 2k maximum possible cases.  The complete row l in a CPIM summarizes the 
probabilities of all possible consequent events (cases) given that a fault occurs at 
transmission line l.  These probabilities are obtained by analyzing cyber element failure 
cases and their impact on transmission line tripping behaviors. It should be noted that these 
probabilities are a result of cyber failures.  If the cyber part is perfectly reliable, there is 
only one consequent event with probability 1 in each row corresponding to the isolation 
of the faulty transmission line only. 

In applications, another matrix called Consequent Event Matrix (CEM) is used as an 
auxiliary matrix for CPIM to identify specific components involved in a consequent event. 
The detailed illustrations of the CPIM and CEM have been presented in Section 4. 

Once the CPIM is obtained, its results can be directly utilized in the composite system 
reliability evaluation without the necessity of considering cyber element details.  The steps 
of a sequential Monte Carlo simulation can be outlined as follows: 

1) Generate a chronological sequence of system state by drawing random 
numbers for each physical component and applying the load profile; 

2) Evaluate each system state and update reliability indices; 
3) If a state transition associates with a fault occurs on a transmission line, such 

as line i, then the ith row of the CPIM is used to determine the consequent event. 
The probabilities of n possible events (pi1, pi2, …, pin) in the ith row sum up to 
1. Draw a random number r (0 < r < 1).  The value of r determines which 
consequent event is going to happen.  Update all affected component states in 
the determined consequent event; 
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4) For the components whose states have been changed in step 2) or step 3), draw 
new random numbers to determine the time of their next transitions to update 
the chronological system state sequence; 

5) Repeat steps 2) to 4) until the convergence criterion is achieved. 

The steps shown above are completely based on sequential techniques.  Non-sequential 
techniques typically require much less CPU time and memory as compared to sequential 
techniques, and thus are preferable in applications for large systems.  In order to seek 
possible non-sequential techniques that could be applied in the situation described above, 
it is important to first discuss the difficulties of applying conventional non-sequential 
sampling methods to generating appropriate state space in presence of cyber-induced 
dependent failures or other types of dependent failures, as presented in the following 
section. 

 

5.3 Problem of Applying Non-sequential Sampling for Dependent Failures 

It is important to first examine the basic idea of sampling a state in non-sequential 
simulation in order to appreciate the problem of applying it to systems with dependent 
failures.  Let us say that the state space S is defined by all states x ∈ S where the state x is 
represented by the states of components: 

x = (x1, x2, …, xn) 

where xi represents the state of component i. 

Now if the probabilities of all the states x of the system (i.e., the joint probability 
distribution of components) are known, then we can sample states by drawing a random 
number between 0 and 1 and formulating a process as follows.  The interval between 0 
and 1 can be divided into segments equal to the number of system states, the length of a 
particular segment being equal to the probability of the state that the segment represents. 
Then one has to determine which segment the random number drawn falls in and that 
determines the state that is sampled.  In practice it is more convenient to construct the 
probability distribution function of x and determine the state.  For example let us assume 
that the system has five states with their probabilities as shown in Figure 19 (a).  These 
can be organized as a distribution function shown in Figure 19 (b).  Now a random number 
between 0 and 1 can be drawn and put on the probability axis and the random variable 
axis to give the system state sampled.  One should remember that the basic idea is that the 
states should be sampled proportional to their probabilities. 
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Figure 19. An example of sampling. 
 

 

The difficulties of applying conventional non-sequential sampling methods to generating 
appropriate state space in presence of dependent failures are discussed in this section. 

A small power system with three components is shown in Figure 20.  Each component has 
two states, UP and DOWN. The scenarios in which the components are completely 
independent, partially independent, and fully dependent are illustrated respectively as 
follows. 

 

G 1

2

3

 

Figure 20. A three-component system. 
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5.3.1 Completely Independent Scenario 

In this scenario, the failure modes of all three components shown in Figure 20 are 
independent from each other.  The corresponding state space transition diagram for the 
system is shown in Figure 21. 
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Figure 21. The system state space diagram for completely independent scenario. 
 

The letters “U” and “D” represent Up and Down states, respectively. λi (1 ≤ i ≤ 3) 
represents the failure rate of component i. µi (1 ≤ i ≤ 3) represents the repair rate of 
component i. 

Because of the independence of individual component failure modes, the system state 
space can be decoupled into component states, as shown in Figure 22.  When performing 
a non-sequential sampling, the states of individual components can be sampled 
independently and their combination yields a system state.  For example, if the sampled 
states of individual components are 1U, 2D, and 3D, then the system state is (1U, 2D, 3D). 
It is actually this ability to sample a system state by a combination of component states 
that makes the non-sequential method powerful as the probabilities of all the system states 
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do not need to be known before sampling but only the probabilities of component states 
need to be known.  The components can be two-state or multi-state but so long as they are 
independent, their states can be sampled at the component level. 
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Figure 22. The state transition diagrams for individual components. 
 

 

The UP and DOWN probabilities of individual components are readily computable.  With 
the assumption of exponential reliability distribution, the UP and DOWN probabilities can 
be computed using equations (5.1) and (5.2), respectively. 

 

𝑝𝑝𝑈𝑈𝑈𝑈−𝑖𝑖 = µ𝑖𝑖
𝜆𝜆𝑖𝑖+µ𝑖𝑖

                                                                                                     (5.1) 

𝑝𝑝𝐷𝐷𝐷𝐷𝐷𝐷𝐷𝐷−𝑖𝑖 = 𝜆𝜆𝑖𝑖
𝜆𝜆𝑖𝑖+µ𝑖𝑖

                                                                                                 (5.2) 

 

5.3.2 Partially Independent Scenario 

In this scenario, components 1 and 2 have a common failure mode with failure rate λc12, 
as shown in Figure 23. 

Component 3 is still independent from components 1 and 2.  The corresponding state space 
transition diagram for the system is shown in Figure 24. 
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Figure 23. The state transition diagrams for partially independent scenario. 
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Figure 24. The system state space diagram for partially independent scenario. 
 

In this scenario, the system state space can still be decoupled if components 1 and 2 are 
treated as a joint unit with four states.  However, the probabilities of the four states need 
to be computed before performing a non-sequential sampling to generate the system state 
space.  The four states, denoted by p1U2U, p1U2D, p1D2U, p1D2D, can be obtained by solving 
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equation (5.3).  This requires more effort in analytical analysis compared to the previous 
scenario. 

 

BP = C                        (5.3) 

where, 

 

P = [𝑝𝑝1𝑈𝑈2𝑈𝑈    𝑝𝑝1𝑈𝑈2𝐷𝐷    𝑝𝑝1𝐷𝐷2𝑈𝑈    𝑝𝑝1𝐷𝐷2𝐷𝐷]𝑇𝑇 

 

B = �

−(𝜆𝜆2 + 𝜆𝜆1 + 𝜆𝜆𝑐𝑐12) µ2 µ1 0
1 1 1 1
𝜆𝜆1 0 −(µ1 + 𝜆𝜆2) µ2
𝜆𝜆𝑐𝑐12 𝜆𝜆1 𝜆𝜆2 −(µ1 + µ2)

� 

 

C = [0    1    0    0]𝑇𝑇 

 

Once the four state probabilities are obtained, components 1 and 2 can be treated as a joint 
unit.  The UP and DOWN probabilities of component 3 are readily computable from 
equations (5.1) and (5.2).  A non-sequential sampling can be performed accordingly. 

 

5.3.3 Fully Dependent Scenario 

In this scenario, components 1 and 2 have a common failure mode with transition rate λc12 
and components 2 and 3 have a common failure mode with transition rate λc23.  All three 
components also have a common failure mode with transition rate λc123.  The 
corresponding state space transition diagram for the system is shown in Figure 25. 
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Figure 25. The system state space diagram for fully dependent scenario. 
 

In this scenario, it requires that the probabilities of all the system states be known before 
sampling can be performed.  Due to the dependencies existing among all components, it 
is very difficult to decouple the system state space into mutually independent disjoint 
subsets with state probabilities readily available so that a non-sequential sampling can be 
conveniently performed.  It is possible to analytically compute the system state 
probabilities for a small system with only a few components.  However, for a large system 
consisting of highly dependent components, it is impractical to analytically compute the 
probabilities of all the system states before sampling is performed.  This is what makes 
the application of non-sequential methods to systems with dependent failures challenging. 

 

5.4 Proposed Method 

The state space for an actually power system may consist of numerous states, as shown in 
Figure 26.  Due to the effects of cyber-induced failures, various transitions exist among 
these system states.  Examples of transitions can be a primary fault, a repair process, a 
cyber-induced expanded outage, or a switching process. 
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Figure 26. The system state space diagram for an actual power system. 
 

One approach of generating the system state space is to use a completely analytical method 
to compute the probabilities of all system states.  However, the size of a large system as 
well as the complexity of various transitions may prohibit such an analytical analysis. 

Another approach is to decouple the entire system into mutually independent subsets so 
that system states can be sampled as combinations of subset states, as illustrated in the 
previous section.  Each subset should consist of only a small number of components so 
that the state space for this subset can be readily developed with state probabilities 
computed.  However, the high dependencies among system states in the presence of cyber-
induced failures make such a decoupling very difficult. 

It is, therefore, necessary to find some “smart” means of generating a representative 
system state space that preserves the causal and chronological features without 
insurmountable analytical computations.  It is expected that this state space will not 
represent the entire state space but will be its representative.  With this objective, a novel 
method is proposed in this section. 

The method is proposed based on the fact that in a sequential Monte Carlo simulation, the 
computational effort for only generating a chronological state sequence is small compared 
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to the effort of evaluating the states using DC power flow based linear programming. 
Actually the method outlined below is valid irrespective of this observation but the 
computational advantage over pure sequential simulation is obtained only if the state 
evaluation process is computationally time consuming. 

1) Perform a sequential Monte Carlo simulation for N years to generate a 
chronological state sequence of system states.  One hour is considered as the 
unit of time advancement so that a system state, which is a combination of all 
component states and load states, remains unchanged within each hour. 
Therefore, there are 8760N system states when the simulation is finished. 
These system states, each with probability 1/(8760N), establish a 
representative state space.  They are generated sequentially therefore they 
preserve the chronological, causal, and dependent characteristics.  For more 
precision, smaller time advancement like 0.25 hour can be selected. 

2) Randomly generate a list of 8760Ne (1 ≤ Ne < N) integer numbers with each 
random number having a value between 1 to 8760N.  Pick up the 8760Ne states 
from the state space generated in the previous step and evaluate them.  It should 
be noted that since time unit of each state is the same, all of the states are 
equally probable. 

3) Calculate the reliability indices. 

To implement the procedure outlined above, a very large number of system states need to 
be stored first.  This can make the storage and retrieval cumbersome and time consuming. 
To overcome this difficulty of storing the system states generated by the sequential Monte 
Carlo simulation, the list of 8760Ne random numbers can be generated first.  The 
sequential Monte Carlo simulation is then performed and as it proceeds, it only evaluates 
the states existing in the list.  Other states are discarded and therefore the states do not 
need to be stored. 

An intuitive expression of the proposed method is shown in Figure 27.  A mark “X” 
indicates one of the 8760Ne hours generated in the list by random sampling.  Then the 
sequential process is started and as the sampled hour (X) is encountered, the state is 
evaluated.  Therefore, only the marked states are evaluated as the sequential simulation 
proceeds.  All unmarked states are discarded. 
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Figure 27. Expression of the proposed method. 
 

5.5 Case Studies 

The proposed method is implemented in comparison with a completely sequential 
methodology, as described in Section 4.  The test system is established based on the Roy 
Billinton Test System (RBTS) [46] with extensions of cyber part at buses 3, 4, and 5.  The 
placements and connections of cyber elements such as Current/Potential Transformers, 
Merging Units, and Protection Intelligent Electronic Devices, are defined in the 
extensions.  The reliability data of the extended system are presented in Section 4. The 
hourly load profile is created based on the data in Tables 1, 2, and 3 from [48]. 

Currently, the obstacle to performing the case studies in a larger system (such as an 
extended IEEE Reliability Test System [48]) is the unavailability of such a system with 
detailed configuration descriptions on the cyber part.  The size of the RBTS permits us to 
perform such extensions, as described in Section 4, while the effort needed to extend the 
IEEE RTS is very significant and far beyond the scope of this research.   The applicability 
of the completely sequential methodology for large power systems is illustrated in Section 
4.   Once a large test system with detailed descriptions on the cyber part is available, the 
method proposed in this section can be implemented as well. 

 

5.5.1 Index Definitions 

In the completely sequential methodology, the reliability indices Loss of Load Probability 
(LOLP), Loss of Load Expectation (LOLE), and Expected Energy Not Supplied (EENS) 
are defined in Section 4. The coefficient of variation (β) is defined as: 

𝛽𝛽 = �𝑉𝑉(𝐹𝐹)/𝑁𝑁𝑦𝑦
𝐸𝐸(𝐹𝐹)

                                                                                                      (5.4) 

 

where V(F) is the variance of the test function, Ny is the number of simulated years, and 
E(F) is the expected estimate of the test function. 
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For the method proposed in this section, reliability indices are defined as follows. 

 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 1
𝑁𝑁𝑘𝑘
∑ 𝐻𝐻𝑖𝑖
𝑁𝑁𝑘𝑘
𝑖𝑖=1                                                                                             (5.5) 

 

where Nk is the total number of samples randomly selected from the state space.  Nk equals 
8760Ne with Ne defined in the previous section. Hi equals 1 if load curtailment occurs in 
the ith sample, otherwise it equals 0. 

 

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 ∙ 8760                                                                                       (5.6) 

 

with unit of hours/year. 

 

𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸 = 8760
𝑁𝑁𝑘𝑘

∑ 𝐶𝐶𝑖𝑖 ∙ (1 ℎ𝑜𝑜𝑜𝑜𝑜𝑜)𝑁𝑁𝑘𝑘
𝑖𝑖=1                                                                       (5.7) 

 

with unit of MWh/year, where Nk is the total number of samples randomly selected from 
the state space. Ci is the load curtailment in the ith sample, with unit MW. 

For the method proposed in this section, the coefficient of variation (β’) is defined as: 

 

𝛽𝛽′ = �𝑉𝑉(𝐹𝐹)/𝑁𝑁𝑘𝑘
𝐸𝐸(𝐹𝐹)

                                                                                                    (5.8) 

 

where Nk is the total number of samples randomly selected from the state space.  V(F) is 
the variance of the test function. E(F) is the expected estimate of the test function. 

5.5.2 Results and Discussions 

The completely sequential methodology is simulated for 300 years.  For the method 
proposed in this section, 8760N samples are generated as the representative state space, of 
which 8760Ne samples are randomly selected and evaluated. N = 300 and Ne = 50 are used. 

The simulations are performed in MATLAB on a computer with a 3.20 GHz processor. 
The results are shown in Table 40. 



 

80 

 

 
Table 40 Estimated reliability indices 

 
Index Completely Sequential Proposed Method with N = 300, Ne = 50 

LOLP 0.00131989 0.00134932 

LOLE 

(hours/year) 
11.562 11.820 

EENS 

(MWh/year) 
144.901 140.440 

CPU Time 

(seconds) 
501 212 

β/β’ of EENS 0.0340 0.0429 

 

The comparison between the proposed method and the completely sequential 
methodology clearly indicates an efficiency improvement in evaluation.  With an 
acceptable coefficient of variation (<5%), the CPU time of the proposed method is reduced 
to less than 50% of the time consumed by the completely sequential methodology.  It 
should be noted that the relative CPU times are important but the absolute values of CPU 
times can be significantly improved in both cases by using more efficient linear 
programming modules. 

 

5.6 Summary 

In this section, a non-sequential approach is proposed for systems involving dependent 
failures.  A representative state space is generated from which sampling can be performed. 
The sequential technique is used to generate this representative state space that preserves 
the chronological and causal characteristics of cyber-induced incidents.  The non-
sequential technique is used with the major objective of accelerating evaluation process. 
The results clearly show an efficiency improvement by the proposed method compared to 
the completely sequential methodology, with an acceptable precision.  The efficiency 
improvement will be even more significant for applications in large cyber-physical power 
systems. 
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It should be noted that the sequential simulation may not be the only option to generate 
the representative state space, which is basically a joint probability distribution of 
component probability distributions.  The major difficulties of applying conventional non-
sequential sampling methods to generating appropriate state space in presence of 
dependent failures are thoroughly discussed in this section with the intention of 
enlightening future studies on this subject. 
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6.  Conclusions 

This research extends the scope of bulk power system reliability modeling and analysis 
with the consideration of cyber elements.  The major contributions, research conclusions, 
and outlook are summarized as follows. 

In Section 2, a novel methodology for composite cyber-physical power system reliability 
analysis is proposed.  The concept of Cyber-Physical Interface Matrix (CPIM) is 
introduced.  A typical substation protection system with modern features is designed and 
analyzed as an example to illustrate the construction and utility of CPIM.  The CPIM is 
the critical idea in the proposed methodology.  It decouples the analysis of the cyber part 
from the physical part and provides the means of performing the overall analysis in a 
tractable fashion. 

In Section 3, the consideration of cyber-link failures is included in substation modeling. 
The results clearly indicate a degradation of system reliability due to cyber-link failures. 

In Section 4, the CPIM is realized into a concrete application from an abstract concept. 
The overall methodology for composite system reliability evaluation with the use of CPIM 
is enhanced and implemented on an extended Roy Billinton Test System (RBTS).  The 
results clearly indicate the impact of cyber-induced failures on system-wide reliability 
indices and also signify the importance of accelerating switching process.  With its 
scalability illustrated, the overall methodology provides a scalable option for reliability 
evaluation of large cyber-physical power systems. 

In Section 5, the difficulties of using non-sequential techniques when there are dependent 
failures are thoroughly explored.  An approach is proposed to overcome the difficulties by 
generating a representative state space from which states can be sampled.  Furthermore, a 
method is introduced such that the state space generated by the sequential process does 
not need to be stored.  The results clearly show an efficiency improvement of the proposed 
approach compared to the completely sequential methodology, with an acceptable 
precision.  The efficiency improvement will be even more beneficial for applications in 
large cyber-physical power systems. 

The overall methodology proposed in this research establishes the main framework for 
reliability evaluation of large cyber-physical power systems.  More technical details, such 
as the internal structure of the Process Bus, can be considered in cyber part modeling 
without changing the framework of the proposed methodology.  Consideration of these 
details will provide more precise probabilities in the CPIM and thereby yield more realistic 
reliability indices. 
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Furthermore, it has been recognized in this research that the unavailability of a large 
reliability test system with detailed description on the cyber part is an obstacle for testing 
developed methodologies.  It is worthwhile to develop such a system as this is of crucial 
significance for future cyber-physical reliability studies.  The development of such a test 
system requires substantial efforts as well as sound judgment from industry. 
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Overview: 

Wichita State University contribution to this project pursued the following steps of research: 

1. The team developed a new algorithm for reliability evaluation of radial distribution networks. 
New analytical model based on physical characteristics of distribution system was developed 
to pave the way for new reliability model developments in the presence of cyber enabled 
devices. (Results were published in North American Power Symposium and received first 
prize in the student paper contest).  

2. The team investigated the ways emerging cyber enabled devices and logics put power system 
at risk.  These vulnerabilities were categorized into unavailability of data and cyber security 
threats.  This investigation was required before embarking on new model developments.  

3. The team also investigated the necessity of updating the traditional reliability models to 
incorporate cyber enabled logic.  The developed model led to more accurate and realistic 
reliability indices at distribution feeder level.  

4. Common mode failures were introduced as a potential vulnerability in cyber enabled power 
distribution network as multiple devices can fail due to a common cause.   

5. The proposed probabilistic model was incorporated into a traditional power distribution 
network planning problem to illustrate the effectiveness of the developed model. (Outcome of 
research in steps 2-3-4-5 was published in Transaction on Smart Grid) 
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1. Introduction 
1.1. Distribution Network Reliability Assessment 
Distribution system is the final link in the delivery of electric power to consumers which plays a 
pivotal role in the overall system reliability.  About 80% of power interruptions result from power 
distribution system failure [1].  Therefore, the study of distribution system reliability has been of 
keen interest [1-4].  There are two major approaches to assess the reliability of system: Analytical 
and simulation.  Although the simulation methods have been pervasively used, their effectiveness 
highly relies on the number of simulations and is subjected to time constraints.  On the other hand, 
analytical methods determine the exact solution to the problem, but they are concerned with the 
complications of the system.  
 
There are different analytical methods for reliability evaluation of radial distribution network 
(RDN). Conventional FMEA method [2] considers all possible failure modes and evaluates their 
effects on the load points.  Basic load point indices are acquired by the summation of all effects 
on a load point. Zone-Branch method [3] is the FMEA method which is presented in matrix form. 
To reduce the calculation burden, the equivalent approach was introduced in [1]. In this approach 
an equivalent element is used instead of a portion of distribution network with two equivalent 
parameters named equivalent failure rate and equivalent mean time to repair.  Consequently, a 
large network can be reduced to a smaller one which can be used to evaluate reliability indices. 
The aim of the aforementioned analytical methods is to ease the involving calculation procedure. 
However, the realization of such methods can be a time-consuming task.  One algorithm which is 
in use for reliability calculation of RDNs is presented in [4].  This algorithm utilizes breadth-first 
or depth-first search algorithm.  The two search algorithms are the basis for the rest of reliability 
calculations: upstream restoration, downstream restoration and incorporation of unsuccessful 
operation of protection devices.  As stated in [4] a breadth-first search becomes computationally 
intensive for large systems and a depth-first search is computationally efficient but is memory 
intensive. 
   
1.2. Smart Grid Improves Reliability or Puts the Grid at Higher Risk?  
The smart grid calls for ubiquitous deployment of advanced monitoring and automated control 
equipment known as cyber-enabled devices.  It places a higher requirement on the dependable 
two-way flow of information to report events and issue commands. Cyber-enabled technology 
deployment has gained momentum, but its pervasive use at the distribution level is hindered by 
several factors.  First, lack of a transparent measure for the expected rate of return per unit of 
money invested [5].  Second, vulnerability of the communication infrastructure due to cyber-
attacks and its impact on the power grid [6].  Third, unavailability of cyber-enabled technologies 
upon demand [7].  Addressing the impact of these factors paves the way for mobilizing investment 
in order to bring intelligence to the existing power grid.  The culmination of retrofitting the existing 
grid and adopting smart technologies is to realize a self-healing power grid.  Such grid promptly 
responds to and recovers from contingencies and thereby improves electric grid efficiency, 
reliability, and safety [8].     
Currently, distribution networks are limited by monitoring and communication technologies. 
Therefore, the operation of a power distribution grid requires human intervention for both normal 
and abnormal operations.  Reducing human intervention and the duration of customer interruption 
is of a great interest in power distribution system management.   It has always been an ever-present 
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planning and management goal in the integration of monitoring and protective devices into the 
existing grid. 
Manual switch placement has been considered in [9-12], in order to improve reliability by limiting 
interrupted loads.  To mitigate the fault isolation time, an optimal FD placement is proposed in 
[13, 14]. FDs visually or remotely aid the field crew in finding the fault location.  Installing remote-
controlled switch (RCS) was a further step to expedite restoration of service to as many customers 
as possible [15].  This trend along with technological improvement in communication equipment 
has reached the point whereby the grid acts in a self-healing manner.  In a self-healing smart grid, 
faults should be automatically detected and isolated, and service should be restored to non-faulty 
regions with little or no human intervention.  In a smart grid setup, the communication network 
serves as a backbone structure, providing interoperability of smart equipment and the control 
center.  This brings new challenges for maintaining a secure connection in order to transmit data. 
Since a cyber-infrastructure is not failure free, its integration with the existing grid increases the 
failure modes of power delivery.  New failure modes need to be included into the reliability 
calculation so that more precise planning and operating decisions can be made. 
  
1.3. On-Demand Failure of Cyber Components  
Several studies have been published to incorporate the impact of unavailability of the 
communication infrastructure into reliability of the power grid.  Falahati and Fu [16] categorized 
the cyber-power interdependencies into two types: direct and indirect.  They quantitatively 
evaluated failure modes of a smart micro-grid [17] and high-voltage substation [18] to model the 
immediate and potential impacts of a cyber-network on power equipment.  Lei et al. [19] decoupled 
the reliability analysis of an IEC 61850-based substation protection system into separate entities—
namely a cyber-network and power systems—by defining a cyber-physical interface matrix.  The 
matrix makes it possible to incorporate failure modes of the substation cyber-equipment into a 
composite power system model.  In [17-19], reliability of geographically confined cyber-enabled 
power systems, such as a substation and a micro-grid, were investigated.  
Impact analysis of communication network unavailability was extended to feeder FDISR in [20-
22].  Authors in [22] integrated the information and communication technology representation of 
a distribution feeder including RCSs into Monte Carlo Simulation (MCS) to numerically assess 
their interdependencies.  Reference [22] is one of the initial attempts to quantify the reliability of 
power distribution feeder considering on-demand communication failure.  All the above works 
only focus on on-demand failure of cyber components and its impact on power system reliability. 
However, this is not the only concern that cyber-enabled grid gives rise to.  
 
1.4. Cyber Security Threats 
Result of a survey on cyber security of electric utilities [23] shows many of them are target of 
constant and frequent cyber-attacks.  Cyber-attacks against components of supervisory control and 
data acquisition (SCADA) system can lead to malfunction of intelligent electronic devices and 
degrade the system reliability.  These attacks are performed by gaining higher privilege level on 
cyber components and sending false control commands or status data.  Cyber-attacks are generally 
represented by the mean time expended by an attacker in an effort to elevate the privilege level 
and compromise the system.  This time is called mean time to compromise (MTTC). 
 
McQueen et al. [24] proposed a model to estimate MTTC of cyber components of a SCADA 
system.  In this work, actions of an attacker trying to exploit known vulnerabilities of a component 
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are categorized in three cases.  These cases depend on whether the attacker is aware of a 
vulnerability in the component and its exploit.  Nzoukou et al. [25] used Bayesian network-based 
attack graph to represent the potential attack sequences to attain the root privilege of a cyber-
network.  In each step of a sequence, the vulnerability of a component is exploited to elevate the 
privilege level.  Both known and unknown (zero-day) vulnerabilities are included in MTTC 
evaluation. Sommestad et al. [26] presented an attack graph based on Bayesian network to 
represent the potential sequences for man in the middle attack against SCADA communication 
links.  The attacker can eavesdrop on the intercepted messages, modify them or inject new 
messages in the network.  This work also incorporates possible countermeasures into the graph.  
Stamp et al. [27] applied MCS to assess the impact of cyber-attack scenarios on reliability 
degradation of power system.  The first scenario is the attack against generation unit and 
transmission line protection. In the second scenario, the SCADA system is targeted. If the attacker 
gains higher privilege level, trip signal can be sent to multiple breakers.  Time to compromise is 
assumed as exponentially distributed random variable.  Mean time to repair (MTTR) is defined as 
the required time for cyber forensics and physical restoration of the unit. Zhang et al. introduced 
different scenarios to attack SCADA [23] and wind farm energy management systems [28].  These 
scenarios include attacks against SCADA communication links and local area network (LAN) of 
control center, corporate and substation.  MTTC and MTTR of each scenario are used in MCS to 
evaluate loss of load probability and expected energy not supplied of a benchmark power system. 
In [29] a modified semi Markov process was utilized to evaluate MTTC of attack scenarios.  In 
this work a game theoretic approach is used for optimal allocation of offensive and defensive 
resources to different targets.  In [30] the model in [29] was extended to evaluate MTTC of normal 
and penetration attacks against intrusion tolerant SCADA systems.  References [29] and [30] also 
make use of MCS for reliability assessment of power system.  
Reviewing recent works shows the necessity of an all-inclusive and scalable reliability model for 
power distribution network.  Recognizing what has been missing in the literature, this project aims 
to figure this out by analytically assessing system reliability indices incorporating both on-demand 
communication failures and cyber-attacks. 
 

2. An Algorithm for Reliability Evaluation of Radial Networks 

2.1. Model  
This section proposes a new algorithm for reliability evaluation of complex radial distribution 
networks.  The proposed algorithm is based on failure mode and effect analysis (FMEA) method. 
The paper talks about the definition of network topology using a matrix which is modified and 
new matrices are derived.  These matrices are used for evaluation of load point reliability indices. 
The rows and columns of these matrices correspond to branches and buses of the network 
respectively.  Each element of these matrices attest a specific relation between a faulted branch 
and the network bus.  The above mentioned salient features make the whole algorithm straight 
forward to implement in a real distribution system.  Thus, the results obtained from this method 
are verified with the Bus 2 of RBTS. 

A network structure representation of a distribution feeder is illustrated in this section, using a 
simple 7-bus radial distribution network as shown in Fig. 1. 
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Fig. 1. A sample 7-bus radial distribution network 

 
The relationship between the bus current injection and branch currents is given by [31]: 

1 1 2

52 2 3

3 3 4

4 4

5 5 6
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7 7
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= −
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Where Ii is the equivalent current injection for bus i and Bi is the current flowing into the branch i. 
The set of equations is represented by branch current to bus injection (BCBI) matrix as follows: 

1 1

2 2

3 3

4 4

5 5

6 6

7 7

1 1 0 0 0 0 0
0 1 1 0 1 0 0
0 0 1 1 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 0
0 0 0 0 0 1 1
0 0 0 0 0 0 1

I B
I B
I B
I B
I B
I B
I B
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By inverting the BCBI matrix we get the branch current to bus injection (BIBC) matrix. 

1 1

2 2

3 3

4 4

5 5

6 6

7 7

1 1 1 1 1 1 1
0 1 1 1 1 1 1
0 0 1 1 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1

B I
B I
B I
B I
B I
B I
B I

   
    
    
    
    
    
    
    
    
    
            

=  

 
In order to build BIBC matrix, the network data are stored in network data (ND) matrix. 
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0 1 2 3 2 5 6
1 2 3 4 5 6 7

ND  
 
  

=  

 
Each column of ND matrix represents a branch, where first row gives the sending bus number and 
the second row gives the receiving bus number.  Using the ND matrix and the cue information 
below, the BCBI matrix can be constructed. 
 

1 if  is the sending bus of branch  
except the substation bus( , )    

1 if  is the receiving bus of branch 
0 otherwise

i j

BCBI i j
i j








−

=  (1) 

 

The calculation procedure of load point failure rate and unavailability is initiated through updating 
the ND matrix by appending two rows to it: row one gives the information about the type of 
protection device and row two specifies the probability of unsuccessful operation of the devices 
respectively.  The following terms are used along with their designated numerical notations: (a) 0: 
without any protection or switching device, (b) 1: circuit breaker (c) 2: disconnected switch and 
(d) 3: fuse.  Using the above notation the revised ND matrix for the sample 7-bus system is given 
below. 

5 72 4

0 1 2 3 2 5 6
1 2 3 4 5 6 7
1 1 0 2 1 3 2
0 1 1

ND

q q q q

 
 
 
 
 
  

=  (2) 

 
If the distribution transformer is considered in the primary side of distribution feeder, equivalent 
failure rate and repair time are calculated as: 

eq Tranlineλ λ λ= +                                                   (3) 

eq eq Tran TranlineU r rλ λ= +    (4) 

/eq eq eqr U λ=                               (5) 

 
Using the equivalent failure and repair rate the distribution system can be simplified as shown in 
figure 2. 
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Fig. 2. Equivalent of a line in series with a distribution Transformer 

 
BIBC matrix for the network shown in figure 1 has been formed in section II.  Each row and 
column in BIBC matrix represents the network branches and buses, respectively.  Ones in each 
row represent the buses being fed by the corresponding branch and zeroes for the buses which are 
not being fed by the corresponding branch: buses in the upstream network.  In other words, the 
downstream impact of a fault on each branch can be shown by BIBC matrix. 
 
Next, we evaluate the upstream effect of fault on each branch in two steps.  First, consider a case 
without the impact of protection devices in the upstream network.  For example, in figure 1, ND 
matrix shows that branch 7 is protected through a fuse with the probability of unsuccessful operation 
q7, i.e. all the buses that are upstream to branch 7 are affected by the probability of q7.  Hence, all 
the zeroes in row 7 are replaced by q7.  As another example branch 3 has no protection device and 
branch 6 has a disconnect switch.  Now, assuming all the branches upstream to branch 3 and 6 have 
no protection, resulting in a probability of 1.  In other words, all the 0s in rows 3 and 6 are replaced 
by 1.  BIBC matrix then called failure mode and effect coefficient matrix (FMECM) is modified 
now as follows: 

2

4 4 4 4 4 41

5 5 5 5

7 7 7 7 7 7

1 1 1 1 1 1 1
1 1 1 1 1 1

1 1 1 1 1 1 1
1

1 1 1
1 1 1 1 1 1 1

1

sF

q

q q q q q qMECM
q q q q

q q q q q q

 
 
 
 
 
 
 
 
 
 
  

=  

 
In a second step, the impact of upstream protection devices of a branch on load point failure rate 
is calculated and stored in FMECMs2.  Each element eij of FMECMs2 equals to the multiplication 
of all the elements in the jth column of FMECMs1 which belong to the path from ith branch to the 
source.  As an example consider FMECMs2 (7,4): 
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2 1
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5 7

(7,4) ( ,4)

1 1 1
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k

FMECM FMECM k
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=

=

= × × × ×

∏

 
 

Applying step 2 to the previous FMECMs1 results in: 

 

2

2

2 4 4 4 4 4 42

5 5 5 52

5 5 5 52

5 7 5 7 5 7 5 7 7 72

1 1 1 1 1 1 1
1 1 1 1 1 1
1 1 1 1 1 1

1
1 1 1
1 1 1

1

sF

q
q

q q q q q q qMECM
q q q q q
q q q q q

q q q q q q q q q q q

 
 
 
 
 
 
 
 
 
 
  

=  

BIBC matrix can be used to detect the upstream path of a specific branch to the source.  The 
implemented procedure has been depicted in the flowchart of figure 6.  In this flowchart nb and 
Rb represent the number of buses except the substation bus and receiving bus, respectively. 

2.2. Load Type Detection 
Consider a case where there is no alternative supply.  Occurrence of fault divides the system into 
two areas:  Faulted area and the area that can be restored by switching. In another case consider 
the network with alternative supply, occurrence of fault may divide it into three areas.  Faulted 
area, area restored by main substation and the area restored by an alternative supply.  Detection of 
the load point type is presented below. 
 
2.2.1. Network without alternative supply path 
First, it is assumed that all the protection and switching devices are automatic and 100% reliable. 
This assumption means that the fourth row of ND matrix should be set to zero for all branches with 
protection or switching device.  Then, step 1 and step 2 of the section III are executed. The resulted 
matrix is called Load Type Matrix (LTM).  The LTM for the network of figure 1 is written below: 
 

1 1 1 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 1 1 1
0 0 0 1 0 0 0
0 0 0 0 1 1 1
0 0 0 0 0 1 1
0 0 0 0 0 0 1

LTM

 
 
 
 
 
 
 
 
 
 
  

=  

 
Rows and columns of this matrix represent branches and buses of the network, respectively.  In 
each row, elements that are represented by one are the buses that cannot be restored during the 
repair of the corresponding faulted branch.  The elements that are represented by zero are the buses 
that can be restored after switching and isolation of the faulted branch. 
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2.2.2. Network with alternative supply path 
In this case, at first, LTM is formed.  Then it is modified through following procedure:  When fault 
occurs on each branch, considering the location of protection and switching devices, some load 
points will be in the faulted area and the rest of them can be detached from the faulted area.  As an 
example, Fig. 3 shows how the sample 7- bus network can be classified into zones when fault 
occurs.  

 
 
 
 
 
 

Fig. 3. Protection Zones 

 
For the system shown in Fig, 3, Fig. 4 shows these zones separately.  

 

 
Fig. 4. Detached Protection Zones 

 
According to this figure the relation between injected bus currents and the currents flowing through 
branches are as follows: 

1 1
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3 3
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6 6
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= −
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=
=
=
=

 

 



9 
 

These relations can be shown in the form of a square matrix called Zone Branch Current to Bus 
Injection (ZBCBI) and Zone Bus injection to branch current (ZBIBC) matrix is obtained by 
inverting ZBCBI matrix.  ZBCBI can be formed using ND matrix and the following information: 
 

1 if  is the receiving bus of the branch 
if  is sending bus of branch , except 

( , ) 1 substation bus and if no protection or 
switching device at branch 

0 otherwise

Z

i j
i j

BCBI i j
j











= −  

 
After formation of ZBCBI, it is assumed that fourth row of ND matrix is zero for all branches with 
protection or switching device.  Then, step 1 and step 2 of the section III are executed.  The resulting 
matrix is called Isolated Load Matrix (ILM).  This matrix for the network of figure 1 is written 
below.  One in each row represents a faulted bus and zero for the bus that can be detached from the 
faulted area.  

1 0 0 0 0 0 0
0 1 1 0 0 0 0
0 1 1 0 0 0 0
0 0 0 1 0 0 0
0 0 0 0 1 0 0
0 0 0 0 0 1 0
0 0 0 0 0 0 1

ILM

 
 
 
 
 
 
 
 
 
 
  

=  (6) 

 
Then, the modified LTM (LTMalt.s) is formed using (7).  
 

. .alt sLTM LTM ILM= + (7) 

  
The elements of LTM matrix that are zero, one and two represent upstream buses that can be 
detached from faulted area, downstream buses that can be restored through alternative supply and 
the buses that are in faulted area. After the detection of the load types, the desired downstream 
restoration algorithm is executed and if some load points should be shed due to the violation of 
voltage or current constraints or the inadequacy of the alternative feeder capacity, corresponding 
elements of this load points in LTMalt.s.  are replaced with 2 as given below. 
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. .

2 1 1 1 1 1 1
0 2 2 1 1 1 1
0 2 2 1 1 1 1
0 0 0 2 0 0 0
0 0 0 0 2 1 1
0 0 0 0 0 2 1
0 0 0 0 0 0 2

alt sLTM

 
 
 
 
 
 
 
 
 
 
 

=
 

2.3. Interruption time detection of load points 
After detection of load types, interruption time of load points is calculated using the following 
procedure and stored in failure mode and interruption time matrix (FMITM). 
 
2.3.1. Network without alternative supply path 
In this case, consider LTM as  FMITMinitial.  Then, in each row of  FMITMinitial matrix if an element 
is zero, it is replaced by the switching time (Tsw) and if the element is one, it is replaced by the 
repair time of corresponding branch (TR). Final FMITM is calculated using (8). 
  
2.3.2. Network with alternative supply path 
In this case, consider LTMalt.s  as FMITMinitial . Then, in each row of  FMITMinitial matrix if an 
element is zero, it is replaced by the switching time (Tsw) and if the element is one it is replaced by 
the required time for switching and closing alternative supply switch (Tsw + Ta.s.sw.).  If the element 
is two, it is replaced by the repair time of the corresponding branch (TR). Then, final FMITM is 
calculated using (8). 
  

initialFMRTM FMRTM FMECM=   (8) 
 

Where, the operator ‘  ’ indicates element wise product of two matrices in which corresponding 
elements of matrices are multiplied. 
 

2.4. Failure rate (λ) and unavailability (U) calculation 
Finally, failure rate and unavailability of the load points are calculated using (9) and (10). 
 

1 1Load Branch
T

Load n Branch n

FMECM
λ λ

λ λ

− −

− −

    
    
    
    

    

=   (9) 

 

and  

1 1Load Branch
T

Load n Branch n

U
FMRTM

U

λ

λ

− −

− −

    
    
    
    

    

=   (10) 
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It is worth mentioning that the proposed algorithm is applicable in networks with any bus and 
branch numbering scheme.  Overall flowchart of the algorithm has been depicted in Fig. 6. 

2.5. Case Study 
The proposed algorithm has been verified on bus 2 of RBTS [32] in which all main sections have 
disconnect switch and the lateral fuses were considered 100% reliable.  Results for load point 
reliability indices match with the ones in [32]. 

Furthermore, to incorporate the probability of failure of protection devices into the reliability 
evaluation, some modifications have been made and the resulting network is shown in Fig. 5. 
These changes include the elimination of disconnect switches of branches 7, 18, 21, 24 and 32 and 
introduction of a circuit breaker on branches 7 and 18.  Furthermore, all fuses and added circuit 
breakers are considered to have the probability of failure equal to 0.2 and 0.1, respectively. 

The obtained results for load point reliability indices have been shown in table I.  Since a 
disconnect switch of feeder 4 has been eliminated and all fuses are prone to failure, failure rate 
and unavailability of all load points in these feeders have been deteriorated, compared to the base 
case.  In feeders 1 and 3 the load points upstream to the circuit breaker show an improvement in 
failure rate and unavailability to the corresponding values in base case.  However, the load points 
located downstream of the circuit breakers have increased failure rate and unavailability values 
due to lack of disconnects and totally reliable fuses.  
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Fig. 5. Modified RBTS- Bus 2 test system 
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TABLE I 
LOAD POINT RELIABILITY INDICES FOR MODIFIED RBTS-BUS 2 

 

Load Point λ r U 

 f/yr hr hr/yr 

Feeder 1    

1 0.1562 22.3604 3.4922 

2 0.1689 21.0572 3.5569 

3 0.1689 21.0572 3.7519 

4 0.1562 22.3604 3.6872 

5 0.2597 14.0456 4.1937 

6 0.2565 14.1569 4.1775 

7 0.2597 13.8954 4.1937 

Feeder 2    

8 0.1408 3.8624 0.5438 

9 0.1408 3.5854 0.6998 

Feeder 3    

10 0.1042 33.0121 3.4402 

11 0.2584 14.1132 4.1924 

12 0.2616 14.0032 4.2086 

13 0.2584 13.9120 4.1924 

14 0.2616 13.8044 4.2086 

15 0.2488 14.4078 4.1438 

Feeder 4    

16 0.2597 14.0456 3.6477 

17 0.2502 14.3880 3.5992 

18 0.2502 14.3360 3.9892 

19 0.2629 13.8875 4.0539 

20 0.2629 13.8875 4.0539 

21 0.2597 13.8453 4.1937 

22 0.2629 13.7392 4.2099 
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Fig. 6. Flowchart of the proposed algorithm 
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3. Cyber-Enabled Power Distribution System 
3.1. Problem Statement  
IEEE PES Distribution automation working group [36], defines distribution automation as, “a 
system that enables an electric utility to remotely monitor, coordinate and operate distribution 
components in a real-time mode from remote locations”.  Continued advance in devices with 
information sending and receiving capabilities is the key enabler for distribution automation. In 
line with this trend manual switches and light emitting FDs have been substituted by cyber 
dependent RCSs and FDs.  This has been typically associated with the deployment of SCADA 
technology along the distribution network [37], [38].  Wireless sensor network is also a promising 
technology to realize power distribution network automation [39].  In this work, the grid equipped 
with cyber-enabled devices is called cyber-enabled distribution network. 
Fig. 7 shows a schematic diagram of a smart FD with its multi-hop communication link to the 
control center.  Once a fault occurs in distribution feeder, it will be reported to the control center 
by detectors located at the source side of the fault location. Fig. 8 depicts a RCS scheme for a 
typical distribution feeder.  After receiving the fault signal at the control center, the feeder will 
analyze and send the appropriate open/close signal to the local control unit (LCU) of normally 
closed/open switches.  This will isolate the faulted area and backfeed as many interrupted loads as 
possible.   
The above-mentioned arrangements can be integrated in a typical distribution feeder to bring about 
smart FDISR.  Monitoring and control signals are always sent between two nodes through a 
communication channel.  Success of consecutive post-fault actions is highly reliant on the 
performance of cyber-enabled devices (nodes) and underlying communication network.  Since 
communication nodes and links are neither failure free nor fully predictable, their probability of 
failure is discussed in the following subsections. 
    
3.1.1. Single-path end-to-end communication framework  
The connection between two nodes at a fixed distance may fail because of the unsuccessful 
operation of any node or link between the two ends [40]. Communication devices are represented 
as nodes.  Node unavailability is a function of Mean Time to Failure (MTTF) and MTTR of a 
device: 

1node
failure

MTTFP MTTF MTTR
 
 
 

= −
+

 (11) 

 

 
Fig. 7.   Smart fault detector  
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Fig. 8.   Layout of RCSs on distribution feeder  

 
In a typical distribution system, due to the length of distribution feeders, a direct communication 
link between the sender and the receiver may not be feasible.   In order to transfer data between 
two points, multiple hops between sender and receiver may be required, as shown in Fig. 9.  A 
sequence of nodes through which information is relayed must operate simultaneously in order to 
connect sending and receiving nodes.  

In wireless systems, there is typically a target minimum received power level Pmin below which 
performance becomes unacceptable.  The probability of unsuccessful end-to-end transmission of 
a wireless link is [41], [42]: 

 

 min min( , ) ( ( ) )link
rfailureP P d P P d P= <  (12) 

 
From Fig. 9, the transmitted data from node S to node D should pass through route (r0, r1 …, rh), 
hopping h times.  The route is identical to a sequence of h point-to-point links.  Assuming ideal 
nodes, the event of successful end-to-end transmission is the event that all h transmissions are 
successful.   The probability of successful end-to end transmission is: 
 

.

1
(1 )i

h
linkmulti hops

success failure
i

P P
=

= −∏  

 

(13) 

3.1.2. Multi-path end-to-end communication framework  
To enhance data transmission probability, multiple paths to re-route information is necessary.  In 
case of more than one path between source and destination, the probability of successful operation 
of a communication path is characterized by success of at least one path between two specified 
nodes.  Having discussed node and link data transmission probabilities, the availability evaluation 
of a cyber-enabled device is discussed in the following section. 
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3.2. Cyber-Enabled Device Availability  
Physical devices can be in either operating or failure modes during their lifetime.  Fig. 10a shows 
a state-space diagram of a single component.  The probability of being in state “UP” or “DOWN” 
can be calculated using Markov rules [43].  PUP and PDOWN are referred to as the steady-state or 
limiting availability (state A) and unavailability of the system, respectively.  In communication 
network, sensors are fragile and they may fail by environmental causes (e.g. lightning), hardware 
malfunction, battery depletion, and destruction by extreme events [39]. 
 
 

 
 

Fig. 9.  Multi-hop data transmission  

 
 

 (a) Physical component                     (b) Cyber link 
 

Fig. 10.  State space diagram for physical component and communication link 

 

Fig. 10b illustrates a simple state-space diagram of a communication link. Connection between the 
two nodes can be represented by a three-state diagram.  The nature of the communication link is 
different than simple physical devices.  It may undergo intermittent failures, which are transient 
and may occur as the result of events such as network congestion, and interferences (defined as 
state I).  On the other hand, some failures are persistent, which may occur due to permanent 
blockage or environmental condition (precipitation) [39], [41].  High signal attenuation due to 
transmitter-receiver distance may also lead to a permanent failure.  Recovery from these types of 
failures takes more time; hence, these failure modes are categorized into another state (state P). 
Depending on the communication protocol the intermittent state will contribute to the permanent 
or available states.  Communication protocols with re-transmission allow control center to re-send 
the signal in case of an intermittent failure. 

Therefore, the signal may reach destination without the need of human intervention.  In this case 
the intermittent state contributes to the available state because load points are re-energized without 
undergoing manual restoration.  In case of protocols without re-transmissions, an intermittent 
failure contributes to the permanent state since smart restoration is impossible.  The cause of on-
demand failure in communication network may sustain for a short period of time which also places 
protocols with limited number of re-transmissions into permanent states.  In this case maximum 
number of transmission attempts is reached without successful reception, resulting in message loss 
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[41].  The availability and unavailability of communication data transmission from a power system 
point of view can be calculated as: 
  

link
success IAP P P= +  (14) 

link
PfailureP P=  (15) 
 

where link
successP  is the link availability, PA and PI are the probability of finding a link in available 

and intermittent failure states, link
failureP  is the link unavailability, and PP is the probability of 

permanent failure in a link.  The term service availability is a long term measure in the context of 
timescale. It refers to the percentage of time that a communication link or network is up and 
running [41].  Fig. 11 shows a comprehensive view of the communication of smart devices with 
control center.  
 

 
 

Fig. 11.  Illustrative layout of distribution feeder with flow of data 

 
When the sending node is a FD and the receiving node is a control center, then the probability that 
a smart FD on the ith branch fails to operate is given by: 

 
(1 )

i
i i i

f td ffd fP P P P= + − (16) 

 
The term (1 )i

fd
i

ftP P− means that the FD works; however, its transmitter and communication 
medium fail to transmit notification to the control center.  The probability that the smart FD of the 
𝑖𝑖𝑡𝑡ℎ branch operates correctly (1 − 𝑃𝑃𝑓𝑓𝑖𝑖) is calculated as:  

 
(1 ) (1 )(1 )

i f
i

fd
i

f tP P P− = − −  (17) 
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The probability that the RCS of the 𝑖𝑖𝑡𝑡ℎbranch fails to operate (𝑃𝑃𝑠𝑠𝑖𝑖) is given as: 
 


( )

18.1 18.2 18.3

1   1   1
i

i i i i i i
s sw swcf cf cf akP P P P P P P   

   
   
− ++ − −=

 
                   (18) 

 
where the term (18.1) is for the probability of unsuccessful reception of signal at switch i. (18.2) 
means the switch receives the signal; however, it fails to change its status.  The term (18.3) stands 
for the scenario whereby the signal is received and the switch operates; however, the backward 
signal conveying acknowledgment has not reached the control center.  Therefore, the control center 
is uncertain of the operation.  The probability that the RCS of the 𝑖𝑖𝑡𝑡ℎ branch works successfully is 
 

( )( )(1 ) 1   1 1
i

i i i
s swcf akP P P P 

 
 

− = − − −  (19) 

 
If FDs and switches operate in time, then FDISR is automatic.  Under this scenario, the time 
required to perform this post-fault operation is assumed to be rsg.  According to the re-transmission 
procedure defined in different protocols, RCS switching time may vary from fraction of a second 
to a couple of minutes.  Depending on the type of protocol, different average RCS switching time 
are possible. 
 

3.3.  Proposed Reliability Modeling  
In this section, possible fault detection and isolation scenarios are investigated, and a reliability 
evaluation model is proposed.  When a fault occurs on a feeder section, the substation circuit 
breaker trips.  In the case of successful operation, all fault-indicating sensors located between the 
fault and the substation will report the fault. 

The farthest FD that senses and reports the fault indicates the faulted section.  Accordingly, the 
control center will send the trip signal to nearby RCSs.  After isolating the fault, upstream loads 
are fed by reclosing the substation breaker, and downstream loads can be restored through an 
alternative supply path.  For example, consider scenario 1 shown in Fig. 12.  If the fault occurs in 
the ith branch, fi will report the fault, and the control center will send the opening signal to Si and 
Si+1.   If all operations are coordinated successfully, then the isolated zone is as indicated in Fig. 
12.  

 

 
Fig. 12. Scenario 1: Successful fault detection and isolation 

 



21 
 

In scenario 2, shown in Fig. 13, the FD fi fails to operate.  Thus, the next immediate upstream FD 
(fi-1) will report the occurrence of a fault. In this situation, it is assumed that the fault has occurred 
in (i-1)th section, which would result in a wrong fault location.  The control center will then send 
the trip signal to Si-1 and Si.  If both of these switches operate successfully, then the wrong section 
will be isolated.   

As the third scenario, if there exists an alternative supply path, it will be closed to serve the 
downstream loads.  However, in the case shown in Fig. 13 (scenario 2), the faulty section will be 
energized through the alternative supply path, thus triggering its breaker to trip.  Since the FD 
sensor has bi-directional fault detection capability, the control center will send the trip signal to 
Si+1.  With successful operation of this switch, the isolated zone is as shown in Fig. 14.          

Generally, if a switch fails to operate, then the control center will send the trip signal to the next 
closest switch and the isolated zone is expanded.  

In the aforementioned scenarios, all branches are assumed to be equipped with a FD and a RCS. 
If there is one or more RCS(s) between the fault location and a load point and if none of them 
operate successfully, then the interruption time is equal to the manual switching time (rsw).  If there 
is one or more RCS(s) between the fault location and a load point and if at least one of them 
operates successfully, then the interruption time is equal to the required time for remote switching 
(rsg). 
 
3.4. Reliability computation of cyber-enabled feeders  
Considering the above-mentioned scenarios, the method of calculating reliability parameters of 
load points is investigated in this subsection.  Three general cases that require distinct reliability 
computation are the following: (i) impact of fault on downstream loads, (ii) impact of fault on 
upstream loads, and (iii) a combination of both (i) and (ii). 
 
Case i: Impact of fault on downstream loads 
Assume a fault occurs on branch B9, as shown in Fig.15, and its impact on load point 2 is to be 
calculated.  
In this case, the contributing devices to restoration time are f3, f8, f9, S3, S8, and S9. 
• The failure rate of  load point 2 due to the fault on B9 is:  
 

2 9 9λ λ− =  
 

• The interruption duration of load point 2 due to the fault on branch B9 is: 
 

2 9 1 1  (1 )sw sgr r r− Λ −Λ= +  
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Fig. 13. Scenario 2: Unsuccessful fault detection and isolation 

 

 
Fig. 14.        Scenario 3: Unsuccessful switch operation  

 

 
Fig. 15. Impact of branch B9 failure on load point 2 

 

where 
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Case ii: Impact of fault on upstream loads 
The impact of a fault on branch B2 on load point 8 is used as an illustrative example in this case, 
as shown in Fig. 16.  In this case, the contributing devices to restoration time are f2, f3, S2, S3. 
• The failure rate of load point 8 due to failure in branch B2 is: 

8 2 2λ λ− =  
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• The interruption duration of load point 8 due to failure in branch B2 is 

( )8 2 2 21 2  1r r r− +Λ −Λ=  
 
where 

3 2 3 22 2 2 3
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                                               ( )1 21 as sw as lr P r P r= − +  , ( )2 21 as sg as lr P r P r= − +  
 
where asP  stands for alternative supply path failure probability.   

Case iii: Combining both (i) and (ii) 
All other possible cases are analyzed using a combination of the upstream and downstream effects. 
For example, assume that the fault occurs on branch B6, and the effect on load point 4 is analyzed. 
In this case, the contributing devices to restoration time are f2, f3, f4, f6, S2, S3, S4, and S6.  To analyze 
the impact of this contingency, upstream and downstream effects are calculated through paths I 
and II, as shown in Fig. 17.  If the FD at branch B6 successfully conveys the location of the fault, 
then its impact on load point 4 is calculated through path I and the analysis has been given in case 
i.  On the other hand, in the case of unsuccessful operation of detector at branch B6, impact of the 
fault on load point 4 is analyzed through path II, and the analysis is given in case ii. 
 
3.5. Analyzing impact of manually operated protective devices  
 
Impact of adding fuse on laterals:   
Successful or unsuccessful operation of a fuse affects the load point failure rate.  In the case of 
unsuccessful operation of the fuse, the type of equipment on upstream branches influences the load 
point restoration time.  For example, the failure rate and repair time of the load point at node 3 due 
to a fault on branch B10 shown in Fig. 11 are given as follows: 

 
The failure rate of load point 3 due to a fault on B10 is 

3 10 10.fPλ λ− =  

 
Fig. 16.        Impact of branch B2 failure on load point 8 

Pf  is the probability of unsuccessful operation of the fuse.   
• The interruption duration of load point 3 due to a fault on branch B10 is 
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 3 10 3 3(1  )sw sgr r r− Λ Λ= + −  
where 

9 8 89 9 8 9 83 1 1S S Sf f f f fP P P P P P P P   
   
   

Λ = − + − +  

 
In reality, not all branches may be equipped with FDs and automated switches.  Typically, the 
number of FDs and automated switches are limited.  This might require some modifications to the 
general equations: 
No fault detector on branch: 
If the ith branch does not have a FD, then 1

if
P = . 

No remote-controlled switch:  
If the ith branch does not have a RCS, but has a manual switch, then 1

iSP = . 
If there is at least a manual switch between the fault location and a load point, then the interruption 
time is equal to the switching time (rsw). 
No switch: 
If there is no switch (either manual or RCS) between the fault location and a load point, then the 
interruption time is equal to the repair time of the faulted line (rli). 
The following example illustrates how the general equations are modified to incorporate sections 
without FDs and switches.  Fig. 18 shows a simple radial feeder that does not have all of its sections 
equipped with smart devices.  
The fault is assumed on section 5 and its effect on load 1 is of interest in this example. The 
probability of unsuccessful smart operation and restoration time are given below:  
 

55 4 3 2 5 4 3 245 4 3 2

5 54 3 2 23 24 3

1 1

1 11
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f f f f
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  
   
   

   
  
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−++ − =

  

1 5   )(1 1 0sw sg sw sg swr r r r r r− + − = + ×Λ× Λ == × ×  
 
From Fig. 18, it is expected that load point 1 is exposed to the switching time, in case of this 
contingency.  

 
Fig. 17. Impact of branch B6 failure on load point 4 
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Fig. 18. Sample network containing manual and remote-controlled switches 

 

3.6.  Impact of Cyber Attacks  
Fig. 19 shows an abstract view of a power system SCADA.  As discussed in section I, 
vulnerabilities of control center LAN, corporate LAN, substation LAN or SCADA communication 
links can be exploited by an attacker to gain higher privilege level and compromise the system. 
Each attack scenario is represented by an MTTC and an MTTR [23, 28-30].   Having gained higher 
privilege level, an attacker can create a fake outage scenario and send false trip signals to RCSs. 
In order for a fake outage to seem authentic, an attacker should imitate a real outage scenario of a 
power distribution system.  As discussed above, in a real outage scenario, circuit breaker of the 
substation trips upon occurrence of a failure.  Then, the farthest FD that senses and reports the 
fault shows the closest region to the fault location.  Trip signals are issued to nearby RCSs to 
isolate the faulted region. 

Similarly, an attacker can create a fake outage scenario.  To avoid any unnecessary effort, the 
attacker only needs to send false trip signal to substation breaker and manipulate the status data of 
some FDs.  By doing so, the restoration process is automatically initiated.  The last manipulated 
FD along the feeder shows the closest region to the fake fault location.  Subsequently, trip signals 
are sent to nearby RCSs and crew members are dispatched.  The curtailed load points in this region 
experience outage time equal to manually inspection of the region plus required time for cyber 
forensics (𝑟𝑟𝑐𝑐). 

Such an attack against power distribution system can be launched through control center LAN, 
corporate LAN, substation LAN or eavesdropping on the SCADA communication links and then 
injecting false trip and status signals.  Therefore, from distribution system reliability perspective, 
these cyber-attack paths are viewed as series connected components as shown in Fig. 20.  Down 
and up states of the components are construed as being under cyber-attack or not.  Successful 
cyber-attack against each of the components can lead to interruption of supply to some load points 
or the whole power distribution feeder. 

The question here is, whether the analytical approach used for reliability assessment of series 
systems (as in section V) is applicable for the system of Fig. 20.  The underlying assumption in 
extracting the analytical approach for a series system is constant failure and repair rates of the 
components.  In other words, time to failure and time to repair of components are considered to be 
exponentially distributed. 

 



26 
 

 
Fig. 19. Abstract view of a Power system SCADA 

 
 

 
Fig. 20. SCADA system from reliability point of view of a power distribution system 

 
In case of a cyber-network, a non-exponential distribution for time to compromise and time to 
repair are expected.  This results in a non-Markovian system.  However, in [41] it is proved that 
the same analytical approach is applicable as long as the long term average values (not the time 
dependent values) are being evaluated for systems of statistically independent components.  

The first step to prove this is considering the fact that combination of two or more exponentially 
distributed states results in a non-exponentially distributed state. The shape of the resulting 
distribution is defined based on the number of combining states, the way they are combined and 
their parameters. Therefore, a non-exponentially distributed state can be represented as the 
combination of some exponentially distributed states.  This process is called the method of stages 
[44].  

Fig. 10a shows the state space diagram of a repairable component with constant failure and repair 
rates.  The limiting state probabilities and frequencies of this component are 

0 1   ,      ,   up updown downP P P P f fµ λ λµ
λ µ λ µ λ µ= = = = = =
+ + +  

In Fig. 21 the up state of the component is considered as a non-exponentially distributed state 
represented by two series-connected exponentially distributed states.  The departure rates are 
chosen as 2λ to give the same MTTF as in Fig. 10a.  This can be easily shown considering state 2 
as the absorbing state. 
 
 



27 
 

The stochastic transitional probability matrix of this system is 
 

1-2 2 0
0 1 2 2  

0 1

λ λ
λ λ

µ µ

 
 
 
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 

−
−

 

 
Using this matrix the following limiting state probabilities are obtained: 

( ) ( )0 1 2   ,      ,   
2 2

P P Pµ µ λ
λ µλ µ λ µ

= = =
++ +

 

 
The probability of down state is equal to P2 which is the same as in Fig. 10a.  The probability and 
frequency of the up state are 

1 2   upP P P µ
λ µ= + =
+

 

0 1 02 2 2   up downf f P P P λµλ λ λ λ µ= = ⋅ + ⋅ − ⋅ =
+  

 
Which are equal to the probability and frequency of encountering up state in Fig. 10a.  

 

 
Fig. 21. The component of Fig. 4a with non-exponentially distributed up state 

This proof can be extended to more complex systems.  It shows in a system with non-exponential 
distributions, limiting state probabilities and frequencies are equal to those obtained under the 
assumption of exponential distribution.  Therefore, to obtain long term average values, the same 
analytical approach for series system is applicable.  So, each cyber network of Fig. 20 is 
represented by constant cyber-attack and repair rate which give the same MTTC and MTTR of the 
network as follows. 

1 1  ,   MTTC MTTRλ µ= =  (20) 

 
In each cyber-attack of this kind, the status of an arbitrary set of FDs can be manipulated.  As an 
example, in Fig. 22, if the status of fault detectors f1 and f4 are manipulated, trip signals are sent to 
RCSs S2 and S6.  The dispatched crew members can then limit the isolated zone using the manual 
switch S3.  Therefore, load point1, load point 2, load points 3-5 and load point 6 will experience 
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outage duration equal to 𝑟𝑟𝑠𝑠𝑠𝑠, 𝑟𝑟𝑠𝑠𝑠𝑠, 𝑟𝑟𝑐𝑐 and {(1 − 𝑃𝑃𝑎𝑎𝑎𝑎)𝑟𝑟𝑠𝑠𝑠𝑠 + 𝑃𝑃𝑎𝑎𝑎𝑎𝑟𝑟𝑐𝑐}, respectively.  Without the 
alternative supply path, load point 6 will also experience outage duration equal to 𝑟𝑟𝑐𝑐.  The other 
scenarios can be manipulating the status of fault detector f1 alone and fault detectors f1, f4 and f6, 
simultaneously.  The probability of occurring each scenario is considered as 1/𝑤𝑤, where 𝑤𝑤 
represents the total number of fault detectors.   The same probability for different scenarios shows 
the indifference of an attacker to load points.  However, the attacker can bring more financial harm 
by attacking load points with higher interruption cost (like commercial or industrial load points) 
more frequently.  Then, higher probability of occurrence can be assigned to the scenarios including 
such load points.  
 
3.7.  Common Cause Failures 
Multiple communication devices may fail due to a shared cause, simultaneously.  Taking these 
failures into account in addition to independent failures will result in a more precise reliability 
estimation.  Reference [45] presents guidelines on modeling Common Cause Failures (CCFs) in 
probabilistic risk assessment.  
Two main factors are required for a CCF to occur: a root cause and a coupling factor that makes 
multiple components susceptible to the same cause.  Examples of a coupling factor can be the same 
location for components, same environment, function or procedures.  At power distribution 
network, environment is a coupling factor for line and installed devices.  Environment can be the 
source of different root causes for a CCF. Cyber-attack in the form of denial of service can be 
another root cause whereby the time-critical data sent by a FD or the trip signals sent to a RCS can 
be blocked or corrupted.  This type of attack can also lead to failure of multiple communication 
devices at the same time.  It should be noted that the main target of the denial of service attack 
may be other infrastructures that coincidentally lead to the malfunction of fault detectors and 
RCSs. CCFs have become an important topic for complex cyber–physical systems design [46].  
An identified group of components vulnerable to CCFs is called a common cause component group 
(CCCG).  

 

 
Fig. 22. Different outage durations experienced by load points 

 
The first step in incorporation of CCFs into reliability analysis is to identify the basic failure events 
of a CCCG.  For instance, the basic events for a CCCG of three components A, B, and C are CA, 
CB, CC, CAB, CBC, CAC, and CABC.  The first, fourth, and last events represent independent failure 
of component A, CCF of A-B , and CCF of A-B-C, respectively.  Any of events CA, CAB, CAC and 
CABC causes A to fail.   The independent failure of a component itself is sum of the true independent 
failure and the failure of only that component due to a common cause.  The basic events that lead 
to failure of a component are considered to be mutually exclusive which implies zero probability 
for the occurrence of events such as CACAB or CABCAC.  The reason is the indiscernibility of events 
CACAB from CAB and   CABCAC from CABC. 
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Next step is to quantify basic events probabilities.  Commonly, the probabilities of similar events 
with similar components are assumed to be the same (symmetry assumption). For a CCCG of size 
m, probability of simultaneous failure of k components is represented by 𝑃𝑃𝑘𝑘

(𝑚𝑚).  A practical model 
to quantify 𝑃𝑃𝑘𝑘

(𝑚𝑚) is known as alpha factor model [45].  Two parameters are used in this model: 𝑃𝑃𝑡𝑡 
and 𝛼𝛼𝑘𝑘.   𝑃𝑃𝑡𝑡 denotes the total failure probability of each component. 𝛼𝛼𝑘𝑘 represents the probability 
of failure of k components given a CCF occurs.  Using these two parameters, 𝑃𝑃𝑘𝑘

(𝑚𝑚)is: 
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In order to incorporate CCFs into reliability of power distribution system, two facts should be 
taken into account.  First, simultaneous failure of higher number of components has lower chance 
to occur.  Second, when a failure occurs along the feeder, first, the closest cyber-enabled devices 
are used to isolate the fault.  If they do not operate properly, either due to independent failure or a 
CCF, the fault propagates and the next immediate cyber-enabled devices are tried.  Therefore, the 
load points close to the fault location have higher chance of being affected.  This chance for the 
load points far from the fault location reduces significantly.  Taking these facts into account 
justifies limiting the CCCGs to the communication devices close to the fault location.  The 
consequence is significant reduction in the number of basic events at the cost of negligible 
underestimation of unavailability of cyber devices.  In the following, for the simplicity of 
representation the CCCGs is limited to the fault location itself and the immediate adjacent cyber- 
enabled devices as shown in Fig.23. 

  

 
Fig. 23. Common cause component groups 

 
In this figure, two CCCGs are discernible: CCCG1 including FDs and CCCG2 including RCSs. 
In CCCG1, FDs are identical.  The only source of dissimilarity among these components is 
different probability of link failures which only affects the true independent failure of FDs.  Taking 
these facts into account, the symmetry assumption can be applied to failure probability of the 
components in this CCCG.  This is the case for components of CCCG2.  Cyber-enabled devices 
outside the CCCGs fail independently. 
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After the probability of basic events is quantified, the following steps are carried out.  In section 
V, analytical expressions were developed to calculate reliability parameters of load points 
considering only independent failures.  To incorporate CCFs into the expressions, the following 
four steps need to be taken successively: 
• Each failure probability is replaced by all its relevant basic events (the complement of event 𝐶𝐶 
is represented by𝐶𝐶′) 
• Boolean algebra properties are used to combine these basic events  
• Indiscernible events are eliminated 
• Finally, each basic event is replaced by its probability of occurrence. 

As an example, in Fig. 23, the term ( ) 4 35 4
1 s sf fP P P P− is used in the expression for calculating the 

impact of failure on load point 2.  Applying the first step, the following expression is formed. 
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If the second to fourth steps are carried out the following expression is obtained. 
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The same equalities are hold for switches.   

3.8.  Optimal Placement of Devices 
3.8.1. Objective: 
Improving system reliability as a whole will eventually lead to customer satisfaction.   However, 
it should be economically justified in order to convince decision-makers and stakeholders to invest 
more resources and adopt more intelligent devices.   In this work, the optimal number and location 
of FDs along with manual and automatic switches is determined to reduce the EIC to customers.  
 
 
 
This cost is computed as 
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EIC presents an estimation of customers’ interruption cost. Eq. 22 shows that EIC is a function of 
type of interrupted load, interruption duration, and average load power.   Using this index instead 
of common reliability indices, it is possible to better estimate customers’ true interruption cost.   A 
survey was conducted in [47] to estimate interruption losses to customers from different sectors 
which is used in this work.   The objective function for this planning problem is: 

min F SC C EIC+ +  (23) 
 
This problem is solved using genetic algorithm (GA).   GA by integer representation of individual 
solutions is a suitable optimization tool to solve this problem [48].  

Each chromosome gives a possible solution in which genes represent candidate locations for the 
placement problem.  As shown in Fig. 24, the first string represents the location of FDs, which can 
be either 0 (no FD placed) or 1 (FD is placed).  Each bit in the string corresponds to the potential 
candidate location.  The second string represents the switch placement.  Each bit could contain 
either 0 (no switch placed), 1 (manual switch is placed), or 2 (RCS is placed).  

3.8.2. Model Validation and Analysis 
This work utilizes RBTS - bus2 [32] and a typical 27-node distribution feeder [35] to evaluate the 
proposed model.  These two testbeds have been selected to better demonstrate the effectiveness of 
the proposed model.  In order to implement the analytical reliability model and make it applicable 
to different scenarios, the methodology was realized on a Pentium-IV personal computer using 
MATLAB software.  GA is used to find the optimal planning decisions. For both placement 
problems, the elitism rate is assumed to be 0.1.  Crossover and mutation rates are considered to be 
0.95 and 0.01, respectively.  CCCGs are limited to the fault location itself and the immediate 
adjacent cyber devices. 90% of RCS or FD total probability is considered to be independent failure, 
5% to be CCF including two components and 5% to be CCF of more than 2 components. 

3.8.2.1. RBTS - Bus 2 
Bus 2 of the RBTS is a well-known distribution testbed with four feeders and 22 load points.  Two 
normally open switches connect buses 10 to 14 and 24 to 34, as indicated in Fig. 25.  Candidate 
locations for switches and FDs have been highlighted in red in Fig. 25.   The substation is assumed 
to have a RCS and a FD for each of four feeders.   For this planning problem, the project horizon 
year is equal to five years with five years of load growth.  The discount rate is assumed to be 7%. 
The manual and smart grid switching times are 60 minutes and 1 minute, respectively.  The repair 
time for any faulted section is assumed to be five hours.  All the other required information has 
been given in [32]. 

Three boundary values are investigated to illustrate the effectiveness of deploying manual and 
remote-controlled switches as well as FDs on this testbed.  The cost of each FD is assumed to be 
$540. Manual and remote-controlled switches cost $580 and $5,200, respectively. 
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Fig. 24.  Integer string representation for optimal planning problem 

 

 
Fig. 25.  RBTS bus 2 test feeder 

 

From Table II, it can be seen that with only four breakers and their FDs, EIC is equal to 0.3 million 
dollars.  Total investment cost is equal to zero in this scenario, since no switch or FD has been 
selected.  

In the second case, candidate locations are filled by manual switches that show a significant 
improvement in EIC.  If all locations are filled by FDs and RCSs, then the best values are obtained 
for EIC, meaning that the most expensive investment is made.  Table II provides a comparison of 
the three above-mentioned scenarios.   

 

In order to show the impact of communication infrastructure failure on planning decisions, two 
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sets of data transmission probabilities are assigned as shown tabulated in Table III.  Using these 
two probability sets, two experiments are performed on RBTS-bus 2. 

The failure probability for fault-detector and switching-device hardware is assumed to be 0.01. 
With the two sets of probabilities, the planning problem is solved using GA to find optimal 
solutions.  Optimal decisions for the first experiment are shown in Table IV.  For the first and 
second sets of probabilities, three and four RCSs and FDs were selected, respectively.  Higher 
probabilities in the second set economically justify this additional switch and FD. EIC for the 
second group is also lower than the first group, which implies lower customer outage time. 

Fig. 26 shows a comparison of load point outage time for the two sets of probabilities given in 
Table III.  As expected, in the second feeder, there is no change in load point outage time, since 
no RCSs and FDs have been chosen.  For the first and third feeders there is no change in numbers 
and locations of FDs and switches.  However, due to an improvement in probabilities, load-point 
outage time has been reduced.  For the fourth feeder, without adding the switch, the load point 
outage time should have been reduced.  However, a more significant improvement is seen in outage 
time after adding this switch. 

In order to show the impact of changing cost of smart devices on the planning problem, the second 
experiment was conducted, and results are tabulated in Table V.  

All scenarios are performed for two sets of successful data transmission probabilities. Table V 
shows that increasing the price can reduce the number of switches selected.  

 

TABLE II.  THREE BOUNDARY CASES FOR FIRST CASE STUDY  
Type of devices EIC×(𝟏𝟏𝟏𝟏𝟓𝟓)  ($) Investment cost ($) 

No switch& no FD 3.098  0 

Manual switches 2.22 5,800 

RCS & FDs 1.753 57,400 
 
 

TABLE III.  TWO SETS OF SUCCESSFUL DATA TRANSMISSION PROBABILITIES 
Candidate location Set #1 Set #2 

B4 0.967 0.999905 
B7 0.936 0.999989 
B10 0.941 0.999989 
B14 0.967 0.999905 
B18 0.956 0.999902 
B21 0.939 0.999989 
B24 0.911 0.999989 
B29 0.954 0.999902 
B32 0.937 0.999989 
B34 0.903 0.999989 
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TABLE IV.  OPTIMAL DECISIONS FOR EXPERIMENT 1. 
 Set #1 Set #2 

Location of RCSs 7-21-29 7-21-29-34 
Location of FDs 7-21-29 7-21-29-34 
EC $195,510 $186,857 
Investment cost $21,280 $26,440 

 
 
 
 
 

 
Fig. 26.  Load point outage time 

 

 

TABLE V.  RESULTS FOR EXPERIMENT 2 
FD and RCS 

Costs Set EIC (K$) FDs Location RCSs Location 

FD=$740 
RCS=$4,200 

  1           192 B7, B29 B7, B21, B29 

  2           183 B7, B21,B29 B7,  B21, B29, B34 

  FD=$1,040 
RCS=$6,200 

  1           202 B7, B29 B7, B29 

  2           192 B21, B29 B7, B21, B29 

FD=$1,540 
RCS=$10,200 

  1           222 - - 

  2           210 B32 B32 

 
 

RBTS includes four feeders spreading out from the substation.  It also has a small number of 
candidate locations for smart devices compared to practical distribution feeders.  Two experiments 
performed in the first case study show the difference made by communication infrastructure failure 



35 
 

probability.  However, in order to better illustrate the importance of grid modernization and 
including communication unavailability into the decision-making process, it is necessary to 
validate the proposed model using a more practical distribution network in the second case study. 

 
3.8.2.2. Typical 27-node distribution feeder 
Fig. 27 shows a typical 27-node distribution feeder.  In this figure, candidate locations for FDs and 
manual/remote-controlled switches have been highlighted in red. FDs are assumed to cost $10,000. 
Each remote-controlled and manual switch cost $25,000 and $5,000, respectively.  The role of 
cyber-attacks is also investigated in this case.   The same MTTR is used for different cyber-attack 
scenarios.  Therefore, an equivalent cyber-attack rate is considered for all the attack paths.  In our 
work the attacker is assumed to be indifferent to load points.  The planning horizon is five years. 
GA is applied to this case with the same setting as given in subsection A.  Boundary condition 
values are provided in Table VI.  Changing successful data transmission probabilities from 0.9 to 
0.9999 shows a significant improvement in system EIC. 

Table VI shows optimal solutions after solving the placement problem for three different 
probabilities.  For the sake of comparison, total cost incurred by different switching and FDs 
placement are obtained and shown in Fig. 28.  As this figure shows, total cost reduces with either 
the increase of probability of successful data transmission or decrease of cost of switches and FDs. 
The same comparison has been done in Fig. 29 considering different successful data transmission 
probabilities and different cyber-attack rates.  Cyber-attack rate is function of attacker’s skill level. 
As one last experiment three factors were given to Design-Expert® Software Version 9 [49] to 
further evaluate the impact of input data on the objective function.  Design of experiment is a 
statistical tool to analyze joint effects of input parameters on the output [49].  Effects of cyber-
attack rate (A), successful data transmission probability (B) and equipment cost (C) on customers’ 
EIC and total cost are shown in Fig. 24a and Fig. 24b, respectively.  Each factor is represented by 
two levels.  Maximum and minimum values of the three factors given in Fig. 28 and Fig. 29 are 
considered as up and down levels.  The standardized effect is the difference of average output for 
up and down levels.  The points on the far right of the straight line are identified as significant 
effects.  The vertical axis represents the Half-Normal probability value for each effect. 
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Fig. 27. Typical 27-node practical distribution feeder   

 

TABLE VI.  BOUNDARY VALUES FOR CASE 2 
Type of devices Successful data trans. 

Probability EIC (K$) Investment cost 
(K$) 

No switch & no FD - 2,229 35 
Manual switches 1,498 165 

RCSs & FDs 

.9999 692 
 

945 
 

.999 693 
.99 710 
.9 872 

 
 

TABLE VII.  OPTIMAL SOLUTIONS FOR CASE 2 WITH THREE LINK PROBABILITIES 
Link success probability 0.9999 0.99 0.9 
EIC (K$) 794 837 1,061 
Invest. cost(K$) 355 365 365 

RCS locations B1, B8, B12, B15, B17, 
B22 B23, B24, B26 

B1, B7, B12, B15, B17, 
B22, B23, B24, B25 

B1, B6, B12, B15, B17, 
B18, B22, B23, B26 

Manual switch locations B5, B6, B10, B11, B16, 
B19, B20, B20 

B4, B5, B8, B11, B16, 
B18, B19, B21, B25, B26 

B4, B8, B10, B11, B14, 
B16, B20, B21, B24, B25 

FD locations B1, B8, B12, B15, B17, 
B22 B23, B24, B26 

B1, B7, B12, B15, B17, 
B22, B23, B24, B25 

B1, B6, B12, B15, B17, 
B18, B22, B23, B26 
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Fig. 28. Total cost incurred for different successful data transmission probabilities and 

switches and FDs cost 

 
 
 

 
Fig. 29. Total cost incurred for different successful data transmission probabilities and 

cyber attack rates 
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                              (a)                                                              (b) 

Fig. 30. Impact on (a) customers’ interruption cost and (b) total cost 

 

4. Conclusion and Future Work 
In this work, an analytical model was developed to measure distribution network reliability indices. 
The model was extended to incorporate cyber enabled logic into power system.  A new analytical 
model was proposed to analyze the impact of cyber-enabled FDISR on the reliability of power 
distribution system.  The analytical model was employed to calculate the reliability of the system 
incorporating on-demand network failure and cyber-attack in a switch and FD placement problem. 
The optimal location and number of switches and FDs were determined to minimize the sum of 
the total cost of customer service interruption and investment cost.  Results of case studies show 
the importance of communication vulnerabilities in cyber-enabled power distribution system 
design.  In this research fault detection, isolation and service restoration were selected to show the 
impact of cyber-vulnerability on a typical power system planning problem.  This example has both 
sensing and actuating characteristics so that cyber-vulnerability could be properly analyzed.  Cyber 
vulnerability would affect data transfer between the two ends which has not been fully investigated 
in this work.  The future work would be proposing an advanced state estimation tool to fix data 
unavailability and detect abnormality in measured data.  This is the target of our research now as 
we are trying to develop a highly accurate prediction software.   
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1 Notation and Nomenclature
S a composite system
m number of components in S
n number of terminals in S
[i] set of integers {1, . . . , i} (for any integer i)
λi failure rate of component i
µi repair rate of component i
pi unavailability probability of component i, pi = λi/(λi +µi)

wi weight of component i, wi =− ln pi

C set of all minimal cutsets in S
N number of minimal cutsets in S, N = |C|
Ci ith minimal cutset in S
s(Ci) number of components in Ci

i j index of the jth component in Ci ( j ∈ [s(Ci)])

Ci index set of components in Ci, Ci = {i j}s(Ci)
j=1

w(Ci) weight of Ci, w(Ci) = ∑ j∈Ci w j

w∗ minimum cutset weight, w∗ = mini∈[N]w(Ci)

p∗ probability of all components of a minimum-weight cutset being unavailable, p∗=
exp(−w∗)

p(C ) probability of unavailability of all components in a collection C of cutsets
ε maximum approximation error factor, an arbitrary ε > 0 (independent of m and n)
δ maximum approximation error probability, an arbitrary 0 < δ < 1 (independent of

m and n)
ξ an arbitrary ξ > 0 (not necessarily independent of m and n)
Pf probability of system failure in steady-state
P+

f ,P
−
f first-order upper- and lower-bound on Pf

dP maximum number of decimal places up to which P+
f and P−f match

P̂f value of P+
f or P−f truncated to dP decimal places

P̃f an (ε,δ )-approximation of Pf

Ff frequency of system failure in steady-state
F+

f ,F−f first-order upper- and lower-bound on Ff
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dF maximum number of decimal places up to which F+
f and F−f match

F̂f value of F+
f or F−f truncated to dF decimal places

F̃f an (ε,δ )-approximation of Ff

P probability of all components of some cutset being unavailable and unexposed
P̃ an (ε,δ )-approximation of P
pmin minimum unavailability probability, pmin = mini∈[m] pi

wmax maximum component weight, wmax =− ln pmin

C(α) set of all α-min cutsets for a constant α ≥ 1

M number of all α-min cutsets, M = |C(α)|
s∗α minimum α-min cutset size, s∗α = minC∈C(α) s(C)

P(α) probability of all components of some α-min cutset being unavailable and
unexposed

P̃(α) a (ξ/2,δ/2)-approximation of P(α)

P(α)
f probability of all components of some α-min cutset being unavailable

P̃(α)
f a (ξ/2,δ/2)-approximation of P(α)

f

α-min
cutset

any minimal cutset of weight no larger than α times the minimum cutset weight

(ε,δ )-
approx.

any multiplicative approximation with error factor at most ε and error probability
at most δ

trunc(x,d) value of x truncated to d decimal places (for any real number x ≥ 0 and integer
d ≥ 1), trunc(x,d) = b10d · xc/10d

E(.) expected value of a random variable
var(.) variance of a random variable
median(.) median of an array
f (n),g(n) arbitrary functions of n
f (n) =
O(g(n))

for sufficiently large n, there exists k > 0 (independent of n) such that | f (n)|≤
k · |g(n)|

f (n) =
Ω(g(n))

for sufficiently large n, there exists k > 0 (independent of n) such that f (n) ≥
k ·g(n)

f (n) =
Õ(g(n))

f (n) = O(g(n) logk g(n)), for some k > 0 (independent of n)
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2 Introduction
Consider a composite system whose terminals are connected through components that are subject to
statistically independent stationary failure and repair processes over time. At any given time, each
component is either operational or not, and the system fails if the surviving system of operational
components does not connect all terminals. Probability and frequency of failure are two important
measures of reliability of such systems [1–3]. These quantities are very useful to derive other
reliability measures such as mean down-time and mean cycle-time of the system.

Numerous algorithms were previously designed for computing the failure probability [2, 4–16]
and the failure frequency [2, 6, 10, 17–20], in transient or steady-state regime. The computations
however become intractable in large-scale systems because the computational complexity grows
very quickly with the size of the system. Specifically, the exact computation of these quantities
was shown to be NP-hard [21, 22]. To overcome this challenge, various methods were developed
to approximate the probability and frequency of failure. The existing techniques for approximating
the failure probability are based on the Monte Carlo and rare-events simulations [23–27] or enu-
merating only a subset of the system states (instead of the set of all system states) and computing
the sum of their probability of occurrence [28–31]. Similar methods were used to approximate the
failure frequency in [32] and [33]. The only existing technique which can provably approximate
the failure probability within an arbitrary multiplicative error and runs in polynomial time was pro-
posed in [34]. To the best of our knowledge, however, no such computationally efficient algorithm
with provable guarantees was previously proposed for approximating the failure frequency.

The algorithm of [34] estimates the probability of failure of a system in the steady state where
the failure and repair processes of each component are stationary. This is equivalent to say that
in the steady state, each component fails or it survives at any time instant, independently from
other elements, with some constant probability (independent of time). The probability of failure of
the system is then equal to the probability that some cutset in the system (i.e., some collection of
components whose failure results in a loss of connectivity of some terminals from the rest) fails.

The main ideas behind the algorithm of [34] can be summarized as follows: (i) the number of
weak cutsets in a system (i.e., those cutsets with higher probability of failure) is polynomial in the
number of terminals and the number of components, and the enumeration of all such cutsets can
be done in polynomial time; (ii) the probability of the union of failures of weak cutsets provides a
multiplicative approximation of the failure probability of the system; and (iii) this probability can
be written as the truth probability of a disjunctive normal form (DNF) formula, and a multiplicative
approximation of this probability can be computed in polynomial time.

The frequency of failure, however, cannot be directly linked to the truth probability of a DNF
formula. This implies the need for a novel approximation technique. In this work, we provide a
polynomial-time algorithm using near-minimum cutsets to approximate the failure frequency with
high probability within an arbitrary multiplicative error. Moreover, our numerical results show that
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Figure 1: An example of a system with 16 terminals and 24 components.

not only is the proposed method computationally more efficient than the commonly-used bounding
technique, but it also has a superior performance in terms of the accuracy of the approximation.

3 System Model and Problem Setup
Let S be a system with n terminals (nodes) and m components (edges connecting the nodes). Fig. 1
depicts an example of a simple system with n = 16 and m = 24. (The regularity in the structure
of the system in Fig. 1 is not a requirement for the applicability of the proposed method.) Let
[m] = {1, . . . ,m} be the index set of components in S. Each component i ∈ [m] is assumed to have
two states: available and unavailable. We assume that S follows a continuous-time random process
as follows. We assume, without loss of generality, that every component is initially available. (Note
that in a stationary ergodic stochastic process, such as a two-state process, the failure probability
and failure frequency in the steady state do not depend on the initial condition [2].) As time evolves,
each component i becomes unavailable after a random period of time, distributed arbitrarily with
mean 1/λi (for arbitrary λi > 0), and it becomes available again after a random period of time,
distributed arbitrarily with mean 1/µi (for arbitrary µi > 0). This process, for every component,
continues over time, statistically independently from other components. We refer to λi and µi as
the failure rate and the repair rate of component i, respectively, and assume that λi and µi are
independent of time (i.e., the failure and repair processes are stationary). Also, we assume that
λi and µi (for all i) are constant with respect to n and m. We denote by pi = λi/(λi +µi) the
unavailability probability of component i in the steady state, and assign a weight wi = − ln pi to
each component i.

We study the steady-state behavior of the system S under the above random process. The
parameters of interest in this work are the probability of failure (Pf ) and the frequency of failure (Ff )
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of the system in the steady-state regime, defined as follows. At any given time, the (sub-) system
of S including all n terminals, restricted only to the set of available components (i.e., the original
system excluding unavailable components), is referred to as the surviving system. At any given
time, the system is said to be unavailable if the surviving system fails to connect all n terminals.
The (steady-state) probability of failure is the probability that the system is unavailable, and the
(steady-state) frequency of failure is the expected number of times per unit time (i.e., the expected
rate) that the system becomes unavailable [2]. For arbitrary ε > 0 and 0 < δ < 1 (independent of
m and n), the problem is to compute (ε,δ )-approximations of Pf and Ff , denoted by P̃f and F̃f ,
respectively, defined as

Pr
{
|P̃f −Pf |≥ εPf

}
≤ δ ,

and
Pr
{
|F̃f −Ff |≥ εFf

}
≤ δ .

Without loss of generality, we assume that the repair rates {µi} are all equal to µ . No assump-
tion is however made on the failure rates {λi}. We notice that our results are generalizable to the
cases with unequal repair rates due to the following lemma.

Lemma 1 Any system with unequal repair rates can be transformed to an equivalent system (with
the same probability of failure and frequency of failure) with equal repair rates by replacing each
component i with ni = µi/µ independent components in parallel (for sufficiently small µ > 0), each
with repair rate µ and failure rate µ p/(1− p), where p = p1/ni

i .

Proof: The proof follows easily from the following facts: (i) the unavailability probability of a
component with failure and repair rates λ and µ is equal to λ/(λ +µ); (ii) the unavailability prob-
ability of a set of independent components in parallel is equal to the product of their unavailability
probabilities, and (iii) the equivalent repair rate of a set of independent components in parallel is
equal to the summation of their repair rates. �

4 Preliminaries

4.1 Cutsets and Near-Minimum Cutsets
Any collection of components which, if all unavailable, results in the unavailability of the system
is referred to as a cutset. A cutset is minimal if it does not contain any other cutsets. Hereafter, we
often use the term “cutset” as a shorthand for “minimal cutset.” Let C = {C1, . . . ,CN} be the set
of all (minimal) cutsets in S. Let Ci = {i1, . . . , is(Ci)} denote the (index) set of components in Ci,
where s(Ci), the size of Ci, is the number of components in Ci (i.e., s(Ci) = |Ci|). For example, in
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Table 1: Minimal Cutsets of Size 2 and 3 in the System of Fig. 1
cutsets of cutsets of

Size 2 Size 3
{1,4} {1,2,5} {11,15,18}
{3,7} {1,8,11} {11,15,22}
{18,22} {2,3,6} {14,17,21}
{21,24} {2,4,5} {14,17,24}

{2,6,7} {18,19,23}
{3,10,14} {19,22,23}
{4,8,11} {20,21,23}
{7,10,14} {20,23,24}

the system of Fig 1, there exist 4, 16, 30, 64, 120, 112, 137, 96, 48 cutsets of size 2, 3, . . . , 10,
respectively. For example, the cutsets of size 2 and 3 are enumerated in Table 1.

We define the weight of cutset Ci, denoted by w(Ci), as the sum of the weights of all components
in Ci, i.e., w(Ci) = ∑ j∈Ci w j. Let w∗ = minC∈Cw(C). For any constant α ≥ 1, let C(α) be the set of
all (minimal) cutsets in S of weight less than or equal to αw∗, i.e., C(α) = {C ∈ C : w(C)≤ αw∗}.
Let s∗α = minC∈C(α) s(C). It is easy to see that

s∗α ≥
w∗

wmax
α ≥ w∗

wmax
,

where wmax = − ln pmin and pmin = mini∈[m] pi. We refer to the cutsets in C(α) as α-min cutsets.
For example, Table 1 enumerates the 1.5-min cutsets of the system in Fig. 1. For simplicity, we
refer to 1-min cutsets as min-cutsets. By definition, for every min-cutset C, w(C) = w∗.

4.2 Inclusion-Exclusion Formulas
For any arbitrary I ⊆ [N], the (joint) probability of failure of cutsets {Ci}i∈I , denoted by p(∩i∈I Ci),
is equal to the probability that all components in Ci, for all i ∈I , are unavailable, i.e., p(∩i∈I Ci) =

∏ j∈∪i∈I Ci p j. Then, by the cutset approach [2], the probability of failure (Pf ) and the frequency of
failure (Ff ), based on the inclusion-exclusion principle, can be written as:

Pf = p(C1)+ · · ·+ p(CN)

−p(C1∩C2)−·· ·− p(CN−1∩CN)

. . .

(−1)2N−1 p(C1∩ . . .∩CN), (1)
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and

Ff = p(C1)|C1|µ + · · ·+ p(CN)|CN |µ
−p(C1∩C2)|C1∪C2|µ− . . .

−p(CN−1∩CN)|CN−1∪CN |µ
. . .

(−1)2N−1 p(C1∩ . . .∩CN)|C1∪ . . .∪CN |µ. (2)

4.3 Bounding Technique
The number of minimal cutsets (N) is generally exponential in the number of terminals (n), and
hence the number of terms in equations (1) and (2) is doubly-exponential in n. Thus, there is no
polynomial-time algorithm in order to compute Pf and Ff from (1) and (2), directly. The bounding
technique, described bellow, is one of the most common approaches to provide upper and lower
bounds on each of these quantities via truncating the corresponding inclusion-exclusion formula.

Let
P+

f = ∑
i∈[N]

p(Ci)

and
P−f = ∑

i∈[N]

p(Ci)− ∑
1≤i< j≤N

p(Ci∩C j).

Similarly, let
F+

f = ∑
i∈[N]

p(Ci)|Ci|µ

and
F−f = ∑

i∈[N]

p(Ci)|Ci|µ− ∑
1≤i< j≤N

p(Ci∩C j)|Ci∪C j|µ.

Then, P+
f and P−f (or F+

f and F−f ) are the first-order upper-bound and lower-bound on Pf (or
Ff ), respectively. Note that none of these bounds is computable in polynomial time (because N
is exponential in n). Let dP (or dF ) be the maximum number of decimal places up to which P+

f
and P−f (or F+

f and F−f ) match. Let P̂f = trunc(P+
f ,dP) = trunc(P−f ,dP) and F̂f = trunc(F+

f ,dF) =

trunc(F−f ,dF), where trunc(x,d) = b10d · xc/10d , for any real number x ≥ 0 and integer d ≥ 1.
Then, P̂f and F̂f are the best estimators of Pf and Ff based on the (first-order) upper and lower
bounds.

For example, P̂f and F̂f for the system in Fig. 1 for various system parameters are listed in
Table 2. (The exact values of Pf and Ff , however, are not computable efficiently and hence not
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Table 2: Probabilities and Frequencies of Failure of the System in Fig. 1

ε = 10−6 and δ = 10−2

Failure Repair Component Failure Probability Failure Frequency
rate rate unavailability (Pf ) (Ff )

(λ ) (µ) (p) P̂f P̃f F̂f F̃f

0.5 103 0.49975×10−3 1.00099×10−6 1×10−6 0.200×10−2 0.2003×10−2

1 103 0.99900×10−3 0.40079×10−5 4×10−6 0.803×10−2 0.8031×10−2

1.5 103 1.49775×10−3 0.09026×10−4 9×10−6 1.810×10−2 1.8107×10−2

2 103 1.99600×10−3 0.16063×10−4 16×10−6 3.225×10−2 3.2254×10−2

P̃f and F̃f are truncated at 6 decimal places

presented.) For these results, all components are assumed to be identical with failure rate λ and
repair rate µ (and hence the unavailability probability p= λ/(λ +µ)), and four cases with λ = 0.5,
1, 1.5, and 2, and µ = 103 are considered. Note that λ � µ in the cases of our interest because in
such cases the failure of the system is a rare event and approximating Pf and Ff is computationally
more expensive.

5 Proposed Approximation Algorithm

5.1 Motivation
Interestingly, it was previously shown in [35] that the number of min-cutsets is only polynomial,
and even further, there are only a polynomial number of near-minimum cutsets whose weight is
not larger than any given constant factor of the weight of the min-cutsets. Such cutsets can all be
enumerated in polynomial time (see Lemma 2). However, even for a polynomial number of cutsets,
there are an exponential number of terms in (1) and (2), and consequently, using (1) and (2) it is only
possible to provide a series of upper and lower bounds on Pf and Ff via restricting the computations
up to some odd-order terms or even-order terms, respectively [32]. This, however, fails to give
(ε,δ )-approximations of Pf and Ff , for arbitrary ε and δ . Note that using the crude Monte Carlo
technique, one requires exponentially many runs of simulation to obtain (ε,δ )-approximations of
Pf and Ff [34].

In [34], Karger proposed a polynomial-time algorithm to give an (ε,δ )-approximation of Pf
using near-minimum cutsets. This algorithm, discussed in detail shortly in Section 5.4 as part of
the proposed algorithm in the present work, exploits an unbiased estimator, referred to as KLM,
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due to Karp, Luby and Madras [36]. The KLM estimator is useful for approximating (with high
probability) the truth probability of any disjunctive normal form (DNF) formula (for definition, see
Section 5.3), within an arbitrary multiplicative error. As can be seen in (1), Pf is the probability of
the union of a set of events, and consequently, it can be thought of as the probability of satisfying
some DNF formula with random Boolean variables. However, Ff , as one can see in (2), is not the
probability of the union of any set of events. In the sequel, we propose a polynomial-time algorithm
to give an (ε,δ )-approximation of Ff .

5.2 Main Idea
It is easy to see that Ff cannot be directly written as the probability of the union of a set of events.
To overcome this challenge, we define a set of events Ω such that Ff can be written as a linear
combination of Pf and the probability P of union of the events in Ω. Then, in order to approximate
Ff , we need to approximate Pf and P. Each of these quantities, Pf and P, is the probability of union
of a set of events, and thus can be approximated by the KLM estimator. We formalize this idea in
the following.

Let

P = p(C1)

(
1− |C1|

m

)
+ · · ·+ p(CN)

(
1− |CN |

m

)
−p(C1∩C2)

(
1− |C1∪C2|

m

)
− . . .

−p(CN−1∩CN)

(
1− |CN−1∪CN |

m

)
. . .

(−1)2N−1 p(C1∩ . . .∩CN)

(
1− |C1∪ . . .∪CN |

m

)
.

It is easy to see that
Ff = (Pf −P)mµ,

where Ff and Pf are given by (1) and (2), respectively. We now define the set of events Ω such that
P, defined as above, is the probability of union of the events in Ω.

In the steady state, at any given time, each component i is unavailable or available, with proba-
bility pi or 1− pi, respectively, independent of time [2]. Thus, the random process under consider-
ation (Section 3) is equivalent to the following one-shot random process over S. Each component
i, statistically independently from other components, is set to be unavailable with probability pi, or
it is set to be available with probability 1− pi. We refer to this process as sampling.

We further introduce an auxiliary one-shot random process over S as follows. Each component
is assumed to have two states: exposed and unexposed. One component is chosen uniformly at
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random and is set to be exposed, and the rest of the components are set to be unexposed. We refer
to this process as exposure. The sampling and exposure processes are assumed to be statistically
independent.

The intuition behind the sampling and exposure processes is as follows. Each term in P is the
joint probability that all components in a collection of cutsets are unavailable and and unexposed.
Moreover, P is expressed by an inclusion-exclusion formula. Thus, it should not be hard to see
that P is equal to the probability that all components of some cutset of S (under the sampling
and exposure processes) are unavailable and unexposed (due to the statistical independence of the
underlying processes).

We, first, propose an algorithm for approximating P (Section 5.3), and next, we slightly modify
the proposed algorithm in order to approximate Pf (Section 5.4). Finally, we use the approximations
of Pf and P, and give an approximation of Ff (Section 5.5).

5.3 Approximation of P

For every min-cutset C, p(C) = exp(−w∗). Let p∗ = exp(−w∗). It is obvious that the probability
that all components of some cutset are unavailable and unexposed, P, is bounded from below by the
probability that all components of a given min-cutset are unavailable and unexposed, p∗(1−s∗1/m),
i.e.,

P≥ p∗
(

1−
s∗1
m

)
.

If p∗ > n−4, then P = Ω(n−6) since m = O(n2) and s∗1 = O(m). Thus, in this case, we resort
to the Monte Carlo simulation. Specifically, we simulate the system S under the sampling and
exposure processes (simultaneously) O(n6 log(2/δ )/ξ 2) times, for any given ξ > 0 and 0 < δ < 1,
and subsequently, compute P̃(·), the fraction of times all components of some cutset are unavailable
and unexposed. (We use the superscript “·” to highlight the fact that the approximation based on the
Monte Carlo simulation is not restricted to any specific subset of cutsets.) Applying the Chernoff
bound, we get

Pr
{
|P̃(·)−P|≥ ξ P

}
≤ δ

2
,

and so P̃(·) gives a (ξ ,δ/2)-approximation of P.
We notice that in each simulation run, one needs to check whether there exists a cutset whose

components are all unavailable and unexposed. Naively checking for such an event, however, can-
not be performed in polynomial time if the exposed component is also unavailable. (This comes
from the fact that there might exist exponentially many cutsets including the exposed component.)
We can alternatively consider the exposed component to be available in each simulation run, regard-
less of its true state (available or unavailable), and check the connectivity of the surviving system.
This approach resolves the issue of high computational complexity of the native approach because
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the connectivity can be tested in polynomial time, e.g., using the breadth first search or the depth
first search in O(m+n) time. Thus, P̃(·) is computable in polynomial time so long as ξ = Ω(n−k),
for some constant k > 0 (independent of n), and δ is a constant. (As will be shown in Section 5.5,
ξ = Ω(n−2) for the purpose of this work.)

Now, assume p∗ ≤ n−4. Let γ = w∗/lnn−2. Since p∗ = n−2−γ ≤ n−4, obviously γ ≥ 2. In this
case, P might be very small and so it cannot be approximated in polynomial time using the Monte
Carlo simulation. The procedure of approximating P is as follows.

Fix a particular constant α ≥ 1. Let {C1, . . . ,CM} be the set of all α-min cutsets in S, i.e.,
C(α) = {C1, . . . ,CM}. (We will shortly specify a proper choice of α .) The recursive contraction
algorithm for unweighted graphs due to Karger and Stein [35] can be generalized to the case of
weighted graphs to show the following result by using the same proof technique as in [34].

Lemma 2 The number of α-min cutsets (M) is bounded from above by n2α , and all such cutsets
can be enumerated with high probability in Õ(n2α) time.

Proof: [Sketch] The proof of the first part of the result consists of two steps. The first step is to
use the contraction algorithm to find a min-cutset, and consequently, compute w∗. This algorithm
runs in O(n2) time, and finds a min-cutset with probability Ω(n−2). Thus O(n2) runs of the con-
traction algorithm are sufficient to find a min-cutset with high probability. By a clever recursive
implementation of the contraction algorithm, as shown in [35, Lemma 4.1] and [35, Lemma 4.3], a
min-cutset can be found in O(n2 log2 n) time (instead of O(n4) time of the obvious implementation)
with high probability. Furthermore, it is not hard to see that the number of min-cutsets is at most n2.
The second step is to generalize this result by using a similar technique (via slightly modifying the
contraction algorithm to output α-min cutsets, instead of min-cutsets), and show that the number of
α-min cutsets is at most n2α [35, Theorem 8.4]. The proof of the second part of the result follows
from a coupon-collector paradigm: if there are k bins, and potentially an infinite number of balls are
thrown independently and uniformly one at a time, O(k logk) balls suffice with high probability to
have every bin contain at least one ball. Thinking of α-min cutsets as bins and the number of runs
of the contraction algorithm as balls, then it should be obvious that one can enumerate all α-min
cutsets with high probability in O(n2α log2 n) time (by running the recursive contraction algorithm
O(n2α logn) times) [35, Theorem 8.5]. �

By the result of Lemma 2 together with the application of union bound, it can be shown that
the probability that all components of some cutset of weight αw∗ are unavailable and unexposed is
bounded from above by n−αγ(1− s∗α/m), and subsequently, n−αγ(1−w∗/(wmaxm)). This result is
generalizable for all cutsets of weight greater than αw∗ as follows.

Lemma 3 The probability that all components of some cutset of weight greater than αw∗ are
unavailable and unexposed is bounded from above by

n−αγ

(
1− w∗

wmaxm

)(
1+

2
γ

)
.

9



Proof: The proof follows the same line as [34, Theorem 2.9], and hence omitted. �
By the result of Lemma 3, for any arbitrary ξ > 0, it is easy to show that

n−αγ

(
1− w∗

wmaxm

)(
1+

2
γ

)
≤ ξ

2
P

so long as

α ≥ 1
γ

4−
ln
(

ξ

2

(
γ

γ+2

)(
wmaxm

wmaxm−w∗

))
lnn

 .

(We will specify our choice of ξ , depending on m and n, in Section 5.5.) Since γ ≥ 2, it is not hard
to see that

1
γ

4−
ln
(

ξ

2

(
γ

γ+2

)(
wmaxm

wmaxm−w∗

))
lnn

≤ 2−
ln ξ

4
2lnn

.

Taking

α =
1
γ

4−
ln
(

ξ

2

(
γ

γ+2

)(
wmaxm

wmaxm−w∗

))
lnn

 , (3)

it follows that α is bounded from above by some constant (independent of m and n), particularly
for ξ polynomially small in n. (Such a choice of ξ is of particular interest in this work as will be
shown in Section 5.5.)

Let P(α) be the probability that all components of some α-min cutset are unavailable and unex-
posed. Then, (

1− ξ

2

)
P≤ P(α) ≤ P. (4)

Thus, P(α) is a (ξ/2,0)-approximation of P. Now, the main idea is to enumerate all the α-min
cutsets in S, and compute P(α). Such cutsets can be all enumerated in polynomial time (Lemma 2).
However, one cannot compute P(α) in polynomial time using the inclusion-exclusion formula due
to the exponential number of terms. Instead, we give a (ξ/2,δ/2)-approximation of P(α), denoted
by P̃(α), i.e.,

Pr
{
|P̃(α)−P(α)|≥ ξ

2
P(α)

}
≤ δ

2
, (5)

for any given 0 < δ < 1. As a consequence, P̃(α) gives a (ξ ,δ/2)-approximation of P.
Before moving forward with the approximation algorithm, let us recall some definitions from

Boolean algebra. Let Φ = Z1∨Z2∨ . . .∨ZM be a formula on M Boolean variables {Zi}M
i=1, where

the clause Zi is a conjunction of some literals {zi j}, i.e., Zi = ∧ jzi j . (The symbols ∨ and ∧ are

10



logical conjunction (AND) and logical disjunction (OR), respectively.) Each literal zi j is either a
Boolean variable or the negation of a Boolean variable, and it takes two values: “true” and “false.”
The formula Φ of such form is said to have disjunctive normal form (DNF).

The approximation algorithm proceeds as follows. Let Φ = ∨i∈[M]Zi, where Zi is the con-
junction of two sub-clauses Xi and Yi (i.e., Zi = Xi ∧Yi). Let Xi = xi1 ∧ xi2 ∧ . . .∧ xi|Ci|

and Yi =
yi1 ∧ yi2 ∧ . . .∧ yi|Ci|

, where i1, . . . , i|Ci| are the labels of the components in the cutset Ci, and the lit-
erals x and y are Boolean (random) variables defined as follows. For every (random) assignment of
the literals x j and y j, for every j ∈ [m], we assume: x j is true with probability p j, and it is false with
probability 1− p j; and y j is true for one and only one j chosen uniformly at random from the set
[m], and it is false for every other j. Thus, it follows that (i) a random assignment x = {x1, . . . ,xm}
satisfies Xi (i.e., Xi is true) with probability PX(i) = p(Ci) = ∏ j∈Ci p j, and (ii) a random assignment
y = {y1, . . . ,ym} satisfies Yi (i.e., Yi is true) with probability PY (i) = (1−|Ci|/m). By (i) and (ii), a
random assignment z = (x,y) satisfies Zi (i.e., Zi is true) with probability

PZ(i) = p(Ci)

(
1− |Ci|

m

)
,

since Xi and Yi are statistically independent. The formula Φ is true so long as some clause Zi is true,
and thus by the inclusion-exclusion principle, it immediately follows that the truth probability of Φ

is equal to P(α). Thus, it suffices to approximate the truth probability of Φ.
By the definition, it is obvious that Φ, constructed as above, is a DNF formula, and as a conse-

quence, the KLM estimator, proposed in [36], is applicable to approximate the truth probability of
Φ. The KLM estimator with inputs (Φ,PZ;ξ ,δ ) proceeds in steps as follows:

0. Initialization: t = 1 and l = 1.

1. Choose a random clause Zi, with probability of selecting Zi being equal to PZ(i)/QZ , where
QZ = ∑i PZ(i).

2. Choose a random assignment z satisfying clause Zi.

3. Compute Pt = QZ/N(z), where N(z) is the number of clauses Z that z satisfies;

4. t← t +1

5. Repeat steps 1-4 T = 16M/ξ 2 times, and output the mean P̃l =
(
∑

T
t=1 Pt

)
/T .

6. l← l +1

7. Repeat steps 1-6 T ∗ = log(2/δ ) times, and output the median of the means {P̃l}T ∗
l=1.

Let P̃(α) = median({P̃l}l). Then, the following result holds.

11



Lemma 4 P̃(α) is a (ξ/2,δ/2)-approximation of P(α).

Proof: By a simple chain-rule analysis as in [36], it follows that E(Pt) = P(α) and var(Pt) ≤
M(P(α))

2
. Applying the Chebychev’s inequality, we get

Pr
{
|P̃l−P(α)|≥ ξ

2
P(α)

}
≤ 1

4
,

and consequently,

Pr
{
|P̃(α)−P(α)|≥ ξ

2
P(α)

}
≤ δ

2
,

where P̃(α) = median({P̃l}l). �

5.4 Approximation of Pf

If p∗ > n−4, the Monte Carlo simulation can be used to compute P̃(·)
f , a (ξ ,δ/2)-approximation of

Pf (similarly as before for computing P̃(·) in Section 5.3).
Now, assume p∗≤ n−4. Consider the system S under the sampling process, yet not the exposure

process. Let P(α)
f be the probability that all components of some α-min cutset are unavailable.

Similarly as before, it can be shown that(
1− ξ

2

)
Pf ≤ P(α)

f ≤ Pf , (6)

for some ξ > 0 (the proper choice of ξ is given shortly), and thus P(α)
f is a (ξ/2,0)-approximation

of Pf . Similar to the probability P(α), the exact computation of the probability P(α)
f cannot be

performed in polynomial time, and instead we aim at approximating it.
The method of approximating P(α)

f is similar to that of P(α), except that the formula Φ needs
to be modified slightly. This technique was previously used in [34]. We define the DNF formula
Φ f = Z1∨Z2∨ . . .∨ZM, where Zi = Xi, and Xi is defined as before (Section 5.3). The formula Φ f is
true so long as Xi is true for some i. The probability that Φ f is true is equal to P(α)

f . Let P̃(α)
f be the

output of the KLM estimator with inputs (Φ f ,PZ;ξ ,δ ). Then, the following result is immediate.

Lemma 5 P̃(α)
f is a (ξ/2,δ/2)-approximation of P(α)

f .

Proof: The proof follows the same line as in the proof of Lemma 4, and hence omitted. �
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5.5 Approximation of Ff

By Lemma 5, it immediately follows that

Pr
{
|P̃(α)

f −P(α)
f |≥

ξ

2
P(α)

f

}
≤ δ

2
. (7)

For any given ε > 0, choose
ξ =

ε

1+2
(wmaxm

w∗
) (8)

in the Monte Carlo simulation or the KLM estimator, and compute P̃(·) and P̃(·)
f or P̃(α) and P̃(α)

f ,
respectively. Then, the following result holds.

Theorem 1 If p∗ > n−4 or p∗ ≤ n−4, then F̃f = (P̃(·)
f − P̃(·))mµ or F̃f = (P̃(α)

f − P̃(α))mµ gives an
(ε,δ )-approximation of Ff , respectively.

Proof: We only give the proof for the case of p∗ ≤ n−4, and the proof of the other case follows
the exact same lines (and hence omitted).

By combining (4) and (5), we get

Pr
{
|P̃(α)−P|≥ ξ P

}
≤ δ

2
, (9)

and combining (6) and (7), we get

Pr
{
|P̃(α)

f −Pf |≥ ξ Pf

}
≤ δ

2
. (10)

By putting together (9) and (10), one can see

Pr
{∣∣∣(P̃(α)

f − P̃(α))−
(
Pf −P

)∣∣∣≥ ε(Pf −P)
}
≤ δ ,

so long as

ε ≥ ξ

(
1+2

(
P

Pf −P

))
.

Since
Pf

P
≥ 1+

s∗1
m
≥ 1+

w∗

wmaxm
,

it follows that

ξ

(
1+2

(
P

Pf −P

))
≤ ξ

(
1+2

(wmaxm
w∗

))
.
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Taking
ξ =

ε

1+2
(wmaxm

w∗
) ,

P̃(α)
f − P̃(α) is an (ε,δ )-approximation of Pf −P, and consequently, F̃f = (P̃(α)

f − P̃(α))mµ is an
(ε,δ )-approximation of Ff , for any given ε > 0 and 0 < δ < 1. �

Table 2 shows (ε,δ )-approximations of Pf and Ff (being truncated at 6 decimal places) for
the system in Fig. 1 with the approximation parameters ε = 10−6 and δ = 10−2. A simple com-
parison of P̂f and P̃f or F̂f and F̃f shows that not only the proposed approximation technique
is computationally more efficient than the bounding technique of Section 4.3 (polynomial-time
vs. exponential-time), but it can also perform superior in terms of precision. Moreover, these ad-
vantages become more profound in larger systems. This however comes at a price: P̃f and F̃f are
not correct always, but with high probability. This is in contrast to P̂f and F̂f that are always correct
(up to dP and dF decimal places).

5.6 Computational Complexity
From (8), it follows that ξ = Ω(n−2). By using (3), one can see that it suffices to enumerate α-
min cutsets for some α ≤ 3, and the number of such cutsets is M = O(n6). (For computing P̃f ,
it was previously shown in [34] that it suffices to enumerate only α-min cutsets for some α ≤ 2,
and there are O(n4) such cutsets.) By Lemma 2, one can enumerate all the M α-min cutsets with
high probability in Õ(n6) time. Since M ≤ n2α ≤ n6, for computing each of the estimates P̃(α) and
P̃(α)

f , the KLM estimator can be run in Õ(M ·m/ξ 2) = Õ(n12) time [36]. The estimates P̃(.) and

P̃(.)
f can be computed in O(n6 · (m+n)/ξ 2) = O(n12) time using the Monte Carlo simulation. This

concludes that the proposed algorithm for computing F̃f runs in polynomial time.

6 Conclusion
We considered the problem of estimating the failure frequency of large-scale composite systems.
It was previously shown that the failure probability can be efficiently approximated with provable
guarantees. However, no such result was known for the failure frequency. In this work, we pro-
posed a polynomial-time algorithm based on near-minimum cutsets for approximating the failure
frequency with high probability with an arbitrary multiplicative error factor. Moreover, comparing
the proposed approximation technique with the commonly-used bounding technique, our numer-
ical results show that the proposed technique provides a more accurate approximation with less
computational complexity.
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